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ABSTRACT

Multiple challenges are gathering in the southwestern region of the U.S., re-

sembling the formation of a storm. The explosive growth in population and

economy over the past years have only aggravated the existing scarcity of nat-

ural resources in the region. Climate change is expected to amplify these issues

even further. Electricity providers are particularly challenged in this situation,

because demand for energy is known to be connected with many factors, in-

cluding population, weather, regulations, and water. One way of improving this

scenario is to promote more efficient use of inputs. Thus, we develop statistical

models for forecasting short-term and medium-term usage of electricity, using

data from an electric utility located in southern Arizona. Our results for the

short-term show that predictions can be improved significantly when weather

variables are included, especially temperature. For the medium-term, we find

that climatic forecasts that are publicly available can perform well in a seasonal

planning model.
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CHAPTER 1

Introduction

The issue of climate and electricity in the Southwest is a matter for social and

economic concern. The southwestern region of the U.S. has been characterized

by high population and economic growth, and households and businesses now

rely more on electricity-demanding technology than in the past. In addition,

climatic change can further aggravate this problem, because it is unclear how

consumers will respond to new conditions. We propose to create statistical

models to forecast demand for electricity, taking into account weather and

climatic information.

That climatic factors have an influence on demand for electricity there is

little disagreement. Localities facing extreme summer or winter temperatures

tend to employ more energy for cooling or heating. Use of electricity can also be

influenced by the occurrence of severe droughts or storms. In a broader sense,

human beings have developed electricity-powered devices to endure adverse

conditions.

Nevertheless, most researchers in the area assume climate to be static, de-

spite growing evidence suggesting that climate is now changing at a fast pace.

Such changes can introduce greater uncertainty in the relationship between

climate and energy. On the one hand, if climate change is partly attributed to

human actions, the electricity sector is known to be one of the biggest polluters

of the environment. On the other hand, it is not certain how individuals will

react to changes in climate. For example, in the Southwest warmer tempera-
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ture can result in more energy used for cooling during the summer, but less

for heating in the winter.

Water and energy are also closely interrelated. Directly or indirectly, vast

quantity of water is consumed in the process of producing electricity, includ-

ing in the extraction of fossil fuels, the vaporization from hydroelectric power

plants, or cooling for nuclear plants. In fact, the electric sector is the second

largest user of water, only surpassed by agriculture (Department of Energy,

2006). Conversely, much electricity is also involved in the treatment of wa-

ter for consumption and the delivery of water for agricultural, municipal, and

industrial uses.

With climate change, the water-energy nexus is intensified. In the case of

the Southwest, warmer temperature can increase demand for both water and

energy for cooling. Because of the nexus, more use of one resource is likely to

be associated with more consumption of the other.

Another aggravating element in the climate and energy issue is the eco-

nomic and population growth in the Southwest region. The region is among

the main destinations of migration in the country, and projections from the

Census Bureau 2005 expect this trend to continue for at least the next decade.

Between 1990 and 2000, the population in the state of Arizona increased by

40% and New Mexico by 20%, whereas the national rate was 8% (Merideth, 2001).

By 2025, the region is projected to grow by 51%. This demographic trend is cou-

pled, and partly associated, with intense economic growth experienced in the

Southwest in recent years. Together, these factors contribute to greater de-

mand for water and energy. All else equal, more households, commerce, and

industry are likely to be accompanied by greater use of resources.
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Finally, the issue is also sensitive in the supply side. By its very nature,

electricity cannot be efficiently stored and transmission is limited by existing

infrastructure, so the amount to be generated and delivered must be decided

in advance. However, the quantity consumed may differ from what was an-

ticipated: if the firm overproduces, the surplus is wasted unless it is sold in

the spot market; if it underproduces, the deficit has to be compensated by

purchasing from other companies, otherwise power outages can occur. Thus,

electric power providers can benefit from knowing how much energy would be

demanded. With uncertainty, the best they can do is attempt to predict future

demand.

This is generally how most electricity generators proceed in practice, mak-

ing use of forecasting techniques that range from expert judgment to sophis-

ticated statistical and artificial intelligence models. However, because climate

is usually assumed to be constant, electric power providers may be missing

an important element in planning. Ignoring climatic effects can have severe

consequences to social and economic sustainability in the future.

We propose to contribute to this area by developing statistical models that

take into account weather and climatic information in forecasting future de-

mand for electricity. We test our models against purely univariate specifica-

tions, using load data provided by an electric utility company in the Southwest

region. We then evaluate our forecasts with standard measures from the eco-

nomics and meteorological literature. Our expectation is that our informed

models will outperform the predictions that are currently done by the com-

pany and models that do not employ weather or climatic data.

Ultimately we hope our work will bring benefits to all groups involved in
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the study. We have been provided exclusive and confidential access to load

data that are essential to test our hypotheses. The utility company will be able

to assess whether alternative techniques can improve its efficiency. Society as

a whole is also expected to gain from the investigation, because better use of

resources can reduce pollution and result in more reliable and cost effective

provision of electricity.

1.1 Impact of Climate Change

Although the effects of climate change worldwide can be diverse, depending

on the locality and the sector in question, Lenart (2007, p. 2) remarks that the

outlook for the Southwest region is clearly pessimistic: global warming is likely

to aggravate several problems, including scarcity of water, loss of plant and

animal species, and even homes and forests due to wildfires. Besides higher

temperature averages and more heat waves, the author notes the region would

paradoxically suffer from both more droughts and more floods, due to the

occurrence of monsoon flooding.

To support her claims, Lenart cites evidence from the latest report of the

Intergovernmental Panel on Climate Change (IPCC, 2007). IPCC, a respected sci-

entific group in the area of climate, develops projections for temperature and

precipitation from multiple simulation models. In the case of North America,

the results come from 21 climatic models, running under different initial con-

ditions and specifications. The output values can then be averaged or studied

for their distributional properties.

According to the report, during this century the Southwest region is ex-

pected to suffer from an increase in the annual average temperature ranging
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from 4.5◦F to more than 7.5◦F (IPCC, Figure S11.8). The average of all sim-

ulations indicates a rise of about 5◦F. For precipitation, the projections have

more variability, but they range from a decrease of 10% to a severe 30% drop,

compared to current levels (IPCC, Figure S11.16).

In addition to the change in average levels, the occurrence of extreme con-

ditions is also expected to increase. Lenart observes that “the number of ex-

tremely hot days is also projected to rise over the decades, leaving parts of the

region with heat waves lasting an extra two weeks by the end of the century”

(p. 2). Combined with the explosive urban expansion in the region, heat island

effects can happen in higher frequency, accentuating the impacts of climatic

change.

1.1.1 Climate Change and the Electric Sector

Demand for electricity is known to be strongly influenced by climate condi-

tions. With climate change occurring, it remains uncertain how the electric

sector will be affected. The concern is certainly not new, but only a few studies

have attempted to rigorously assess the impacts of such changes. The Elec-

tric Power Research Institute (EPRI) has sponsored at least two studies and a

workshop of this kind.

The first was mostly a qualitative analysis titled “Potential Impact of Climate

Change on Electric Utilities” (EPRI, 1989). Using a New York and a southeastern

electric utility as case studies, the investigators considered the possible conse-

quences that climate change might create for electric utilities in 15 to 30 years,

which is the typical time horizon for planning. In contrast with the approach of

taking climate as constant, different scenarios were developed from results of
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a number of climate simulation models, and then analyzed in terms of change

in fuel costs and demand.

At the time, the investigators concluded that climate change could have sig-

nificant effects for the supply and demand for electricity in the following 15

to 30 years. More specifically, they speculated that by 2015 increased average

temperatures alone could lead to: a) greater requirements in terms of generat-

ing capacity; b) more demand for electricity in general; c) scarcity of hydroelec-

tric resources; and d) increased prices and production costs. For these reasons,

continuing to ignore the importance of climate change in planning could be

costly to electric utilities.

EPRI’s own perspective on that study was that until the 1980s climate could

be regarded as constant with minimal impact for utilities, which are more af-

fected by fuel costs and demographic factors. Because the study lacked rig-

orous modeling, EPRI considered the results to be of preliminary nature and

decided to sponsor a follow-up work (EPRI, 2008).

The second study (EPRI, 1995) involved case studies of six electric utilities,

and a wider range of techniques. It also extended the time horizon to 2050,

and had a stronger focus on the impacts of carbon dioxide emissions and reg-

ulations. Like the first study, instead of attempting to model the relationship

between climate and electricity, the investigators considered the impacts under

four climate change and four carbon dioxide scenarios.

As expected, the results varied from utility to utility, but overall the au-

thors found that carbon dioxide emissions are likely to have a major impact

for energy providers, even higher than physical climate change, largely due to

regulations and difficulty in stabilizing output. In fact, the results suggest that
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common strategies, such as demand-side management and switching to natural

gas, will not be sufficient to reduce the long-term emissions of carbon dioxide.

Instead, nuclear and renewable resources would have to be contemplated. On

the climate side, it was estimated that a 1◦C increase in average temperature

by 2050 would result in a growth in electricity demand by roughly 5%, but for

periods of peak demand, the increase could range from 5% to 14%.

More recently, EPRI (2005) organized a workshop under the title “Identify-

ing Research to Help Electric Companies Adapt to Climate Change”. Again, spe-

cialists who attended the event agreed that utilities already face uncertainties

from different sources in their planning. Although climate appears to play a

secondary role, severe conditions, including heat waves and extreme droughts,

that coincide with high-demand seasons can have large effects for power gen-

eration and even cause disruptions of service. There was a widespread con-

sensus that more applied research on the effects of climate change is neces-

sary, since climate forecasts have improved significantly over the past years.

Besides load forecasting, other areas considered relevant by specialists were

generation, transmission and distribution (T&D), and supply planning.

1.1.2 Water-Energy Nexus

Naturally, electricity loads are linked to many factors. But among these, the

water-energy nexus is particularly relevant for this discussion. Not only are the

two elements intimately connected, but their usage is also sensitive to climatic

and weather conditions. Environmental change can, therefore, pose serious

challenges to sustainability. Acknowledging this problem, the Department of

Energy published in 2006 a report to Congress titled “Energy Demands on Wa-
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ter Resources”. Citing a large number of independent studies, the document

details the interdependencies between water and electricity at different stages

of processing for consumption.

Water is used, directly or indirectly, in most of the process of electricity

generation. It is employed in the extraction, refining, and transportation of

fuel resources. In hydroelectric plants a large volume of water is lost due to

evaporation and similarly, thermoelectric generation demands water for cool-

ing. In fact, agriculture and the electric sector have for several decades been

the top destinations of water withdrawals (Thompson, 1999).

Conversely, electricity is also used in the pumping, treatment, and distribu-

tion of water for consumption. According to the report to Congress, about 4%

of the total power generated in the U.S. is destined for water supply, a level

that is comparable to other large industrial sectors. A study by Powicki (2002)

suggests that about 75% of the cost of water treatment in municipalities comes

from electricity. In investigating the nexus, the California Energy Commission

(2005) has found that electricity usage associated with water consumption is

even larger than energy used for water supply and treatment. The report indi-

cates that water heating, clothes washing, and clothes drying can account for

up to 14% of California’s electricity consumption, mostly due to the residential

sector.

With this interdependency, the impact of climate change can be amplified

because it affects demand for both water and energy. Thus by increasing con-

sumption of water it can increase usage of electricity and vice-versa, in a per-

verse cycle. Undoubtedly, the actual effect would vary from situation to situa-

tion. For cold regions, for instance, higher temperatures can lead to a decrease
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Figure 1.1: The Water-Energy-Climate Nexus

in the use of energy for heating, but can lead to more use of water for leisure.

However, for the Southwest region the picture is more pessimistic: not only are

warmer days associated with more use of electricity and water at peak periods,

but also with greater incidence of droughts. In other words, climate change can

aggravate the likelihood of severe shortages in the region.

These relationships are depicted in Figure 1.1, which illustrates that demand

for water and electricity are influenced by each other and by external factors,

such as climate change, demographics, economy, and regulations. Although

the complexity is daunting, recall that the focus of this study is on one specific

part of the overall complexity: to investigate how knowledge of climate change

can improve planning for electric utilities.

1.2 Forecast as Strategic Planning

One of the most effective ways of dealing with changing conditions is to pre-

pare in advance. A recent example in the electric sector is the “Guide to Tools
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and Principles for a Dry Year Strategy”, developed by the Bonneville Power Ad-

ministration (BPA) in collaboration with the public. The document presents

lessons that have been learned from energy crises in 2000 and 2001, and pro-

poses concrete strategies that can be put into action in case of future electricity

supply crises.

According to the guide, the most severe problem for electric utilities is not

shortage of electricity in general, but the shortage to meet demand at peak

levels. In the case of BPA, this issue is aggravated by the fact that the generation

process is highly dependent on hydroelectric plants. When faced with a year

with low storage levels in reservoirs, BPA must trade-off between supplying

electricity at peak levels and having capacity to generate electricity for the rest

of the year.

When explaining the strategies, a few points are mentioned in passing which

are valuable lessons for the electricity planning issue. The first is that public

awareness campaigns typically achieve small results and, most importantly,

are short-lived. The second is that a tension can arise between reserving water

for agriculture and water for generating electricity. Third is the observation

that it may be advantageous to negotiate “buy-downs”, agreements with ma-

jor electricity-using industry to decrease their economic activity and demand

for electricity under specific conditions. Finally, the guide proposes that ex-

change agreements between power companies can be mutually advantageous,

especially when locations have peak demand in different times of the year.

These guidelines support our claim that forecasts can play a central role

in the electric sector: the underlying assumption behind the strategies is that

demand for energy can be estimated sufficiently in advance, so that preemp-
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tive actions can be taken. This argument is well summarized by (Feinberg and

Genethliou, 2005):

“Load forecasting has always been important for planning and

operational decisions conducted by utility companies. However,

with the deregulation of the energy industries, load forecasting is

even more important. With supply and demand fluctuating and the

changes of weather conditions and energy prices increasing by a fac-

tor of ten or more during peak situations, load forecasting is vitally

important for utilities.” (p. 270)

There is little doubt that knowledge about the future can be extremely valu-

able for governmental and corporate planning. However, accurate foresight

is often an impossibility, so decision-makers use available information to at-

tempt to predict what will happen, either through intuition based on years

of observation or sophisticated quantitative methods. In the end, the goal of

these forecasts remains the same: improving the set of actions, that is, the plan

which the organization will implement to achieve or prevent certain outcome.

Similarly, the time scale of forecasts and planning can range from short-term

to medium-term. In this study, we develop models for both types of interval.
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CHAPTER 2

Review of Literature

The problem of maximizing profit (or minimizing costs) for a power genera-

tor is complicated by the fact that electricity is quickly perishable, so what is

produced may differ from what is demanded with consequences for costs and

profits. We connect this peculiarity to the economic literature on production

under demand uncertainty, which in turn suggests an appropriate statistical ap-

proach. We then review similar studies on electricity forecasting that have been

done, both with qualitative and quantitative approaches. Finally, we briefly dis-

cuss the existing literature on the economic value of load forecasts for not only

electric utilities, but also society as a whole.

2.1 Production Under Demand Uncertainty

The problem that electricity firms face can be framed as one of producing an

output in order to maximize profits under demand uncertainty. To illustrate,

we know that in a scenario of perfect information, a producer wants to maxi-

mize a profit function as given by:

π = p Q− C(Q) (2.1)

where π is the profit; p is the electricity sales price, per unit; Q is the quantity

demanded; and C(·) is the cost function.
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However, the physical nature of electricity prevents any efficient type of

storage. It must be consumed almost immediately, resembling a commodity

that is quickly perishable. Since the producer has to decide in advance the

amount of electricity that will be generated for the next period, he or she must

attempt to predict the quantity that will be demanded. This quantity is the total

amount of electricity actually used by consumers and, because of the element

of unpredictability, it can be considered a random variable. Therefore, we must

distinguish between quantity produced (Q) and quantity demanded (D).

In Equation 2.2, the profit function has been rewritten to reflect the fact

that revenue will depend on the minimum value between quantity produced

and demanded. The equation also includes a term, M , to represent the costs

involved in modeling, such as obtaining information and generating forecasts.

Thus, when the firm overproduces, it incurs production costs and it only re-

ceives payment from the amount that was actually demanded. When the firm

underproduces, it will still obtain revenue only from the minimum value, but

there is the additional problem that it will have to purchase electricity from

other companies to meet the demand, possibly at a premium price. If it fails to

do so, the customers will suffer black-outs, which are highly undesirable, and

costly to the firm in ways which are difficult to quantify.

π = pmin(Q,D)− C(Q,M) (2.2)

This basic problem of a monopolist choosing its output level under uncer-

tainty has already been addressed in the economic literature (Sandmo, 1971;

Ishii, 1977, 1991). For the electricity case, Chao (1983) discusses a general

framework to cope with uncertainty in both capacity and demand simultane-
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ously. Gardner and Rogers (1999) take a different approach and consider spe-

cific details in expanding power plants. For the purposes of this study, we

are interested in investigating how simple methods can reduce uncertainty and

help improve a firm’s profit.

A risk-neutral firm will maximize expected profit:

E(π) = p E[min(Q, D̃)]− E[C(Q,M)]

= p min[Q,E(D̃)]− C(Q,M)
(2.3)

where the new symbol, D̃ is a random variable corresponding to the unknown

quantity to be demanded.

This implies that a profit-maximizing producer is interested in minimizing

the disparity between the quantity produced and the expected quantity de-

manded, assuming all else constant. This difference can be thought of as the

forecasting error. Minimizing the error can be accomplished through the col-

lection of more information or with the improvement of prediction power. It

is usually less costly and easier for firms to change their forecast techniques

than to invest in measurement equipment to gather previously unavailable data

relevant to electricity demand.

Naturally, there are also costs associated to modeling and making forecasts,

again, captured by M in the above equation. The initial costs of producing

models can include hiring or training of staff, licensing statistical software,

acquiring weather forecasts or data for other variables, as well as purchasing

adequate computer equipment. Once these requirements are in place, the cost

of making an additional forecast for any given model is very small, typically

only involving updating the model with new observations and running the es-
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timation again. The advantage of the method proposed in the next chapter is

that only one model needs to be estimated, as opposed to creating multiple

models for different parts of the year.

Improving efficiency with better forecasts is indeed a point where our study

can prove valuable. Developing models that can better utilize available infor-

mation to predict the future is a strategy that has been used for many years in

the electric sector. As we will discuss below, even small improvements in the

percentage error can amount to savings of millions of dollars every year for

companies.

2.2 Previous Forecasting Studies

Load forecasting has a long history of cooperation between academia and the

industry. While in the early days of power generation the decision of how much

to produce, would be taken based solely on the experience and judgment of ex-

perts, this method alone proved of limited success as the scale and complexity

of operation started to grow. An ever increasing demand for energy coupled

with constrained ability to produce meant that wrong decisions could lead to

system-wide black-outs or large inefficiencies. Even though until the 1980s the

electric sector was considered to be a natural monopoly, in which companies

enjoyed little to no competition, the industry still worked on improving fore-

casting methods.

With the initial growth of the electric sector, much of the work on predic-

tion was based on simple estimates that would take into account hard facts

about consumers: number of households, number of appliances, proportion of

commercial and industrial sectors, and so on. In other words, these were direct
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assessments of how many consumers of various types would demand electric-

ity. Although this method was very realistic, it suffered from the drawback

of ignoring the varying behavior of households and businesses. Consumption,

it could not be ignored, is not merely determined by the number of electrical

devices in the grid.

Researchers and electric utilities shifted to a more stochastic approach by

employing simple regression models, in which system load would be a func-

tion of not only consumer characteristics, but also of the time of the day and

weather conditions (Papalexopoulos and Hesterberg, 1990). This method has

an advantage over the previous technique in that it is capable of capturing finer

fluctuation yet still in a simple manner. Gross and Galiana (1987) also note that

this simplicity enables the operator to easily update the model parameters by

linear regressions or linear exponential smoothing. However, the authors point

out that on the negative side, “time-of-day models do not accurately repre-

sent the stochastically correlated nature of the load process, or its relation to

weather variables. As a result, when weather patterns are changing rapidly, the

coefficients are not appropriate, except for a short time interval into the future”

(p. 1563).

During the 1980s, more purely dynamic models were proposed. Instead of

attempting to uncover the precise set of explanatory variables behind demand,

a task that can reach high complexity, time-series models take advantage of re-

current patterns in the data. By specifying load as a function of past load, other

factors become implicitly accounted for in the model. Typically this approach

utilizes techniques developed by Box and Jenkins (1970), in which autoregres-

sive (AR) and moving-average (MA) terms are specified, as well as differencing



24

for removing trends in the data (Hagan and Behr, 1987). One strong advantage,

besides minimal requirements on external variables, is the ability of dynamic

models to capture nonlinearity. However, one of the major issues of traditional

time series models is the fact that the same model can often be represented in

multiple alternative forms. The lack of a rigorous set of rules to guide the mod-

eling exercise has led some authors to consider it an art, rather than science.

The 1990s witnessed the emergence of artificial intelligence techniques ap-

plied to the problem of load forecast. In particular, Artificial Neural Networks

(ANN) enjoyed much acceptance by researchers for their immense flexibility

in learning a variety of patterns with seemingly minimal interference by the

modeler. Early studies include publications by Peng et al. (1992) and Papalex-

opoulos et al. (1994). Despite much initial enthusiasm, neural networks did not

prove to be the panacea of modeling. Their flexibility came at the risk of con-

verging at local minima, thus undermining its generalization power. Because of

its sensitivity to structure and initial conditions, modeler expertise was found

to be extremely important. Finally, different from econometric methods, the

coefficients from neural networks suffered from not having an easy interpreta-

tion. Precisely because of its multiplicative structure, the effects from different

parameters would be highly nonlinear.

Our study takes the middle route of creating a dynamic model extended

with explanatory variables. From the time series toolbox, we take the idea that

current demand for electricity can be partly predicted from the evolution of

load itself. Due to inertia, it is likely that current behavior will be similar to

past ones. In addition, this approach has the appealing feature that other vari-

ables affecting demand, possibly unobservable ones, are implicitly captured
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in the previous observations. Because usage of energy is highly sensitive to

changing conditions, we also follow the regression tradition of including addi-

tional explanatory variables to make more informed decisions. As will be seen

in the next chapter, this study also proposes an improved method of modeling

seasonality for load data.

We refrain from using artificial intelligence techniques due to our interest

in learning the relationship between climatic variables and electricity use. Even

though machine learning algorithms have the advantage of being largely auto-

matic and sensitive to nonlinear patterns, we believe that better performance

can be obtained if we can specify the structural form of the model. Part of our

goal is to achieve better understanding of the influence of weather and climatic

factors on energy consumption, but methods such as neural networks and sup-

port vector machines work as black boxes that simply give a point prediction.

2.3 Economic Value of Forecasts

Although consensus exists that forecasts are economically important to elec-

tricity providers, not much attention has been put into rigorously quantifying

their value. A study by Hobbs (1997) addressed this issue by using an earlier

survey for EPRI, in 1997, in which 28 utilities were interviewed and reported es-

timated savings from switching to better forecasting techniques. The average

value reported was $800,000 per year. One utility, with a peak load of 35GW,

reported that its 1.5% reduction in the MAPE of forecasts would correspond to

an annual savings of $7.6 million. The author notes, however, that those esti-

mates were calculated in an informal manner, making use of different sets of

assumptions.
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As a follow-up, Hobbs et al. (1999) used data provided by two of those util-

ities to obtain a more rigorous assessment of those savings. The authors com-

bined forecast simulation, optimization for unit commitment at each hour, and

modeling of economic dispatch. They identified 12 decisions with economic

implications that managers face in electricity generation (p. 1342):

• “Commitment of generating units

• Short run hydropower scheduling

• Economic dispatch of committed units

• Predictive automatic generation control

• Spinning reserve

• Fuel allocation

• Short-term energy purchases and sales

• Real-time prices

• Load interruption

• Load control

• Generator and transmission line maintenance

• Available transmission capability”

Forecasts errors, also called by the authors “regret”, naturally incur costs

for the generator, since the difference of what is produced from the quantity

that is actually demanded may be wasted or may be sold in the spot market for

a low price. When an overforecast occurs, that is, more electricity is produced

than demanded, Hobbs et al. enumerate the following sources of costs for the

utility (p. 1342):

• “Units may have been unnecessarily committed, raising fuel costs
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• Expensive power may have been purchased which was not needed, or a
profitable opportunity to sell bulk power might have been spurned

• Hydropower may have been produced which would have been more valu-
able if generated at a later time

• Overly high real-time prices might have been quoted, depressing sales

• Unnecessary interruptions or load controls might be invoked, annoying
consumers and lowering revenue”

On the other hand, when utilities underforecast and generate less electricity

than what turns out to be demanded, the following consequences can follow

(p. 1342):

• “Insufficient resources may be available for meeting security constraints,
such as spinning reserve margins

• To meet the unanticipated load increase, uneconomic generation or pur-
chases of spot power might be necessary

• Commitments to sell power may have been made at a price less than the
value of that power to the utility

• Too low real-time prices might have been quoted, resulting in revenue
falling short of the utility’s cost”

Although the potential savings depend on the characteristics of the utilities

and the behavior of consumers, the authors estimate that a 1% decrease in the

MAPE can reduce variable costs of generation by .1% to .3%. In concrete terms,

for a utility with 10GW peak load, the value can reach $1.6 million, annually.

Based on the previous study, Teisberg et al. (2005) extended the models

and calculations to estimate the economic value of temperature forecasts for

electricity generation. The government, through different agencies, provides

weather forecasts free of charge, under the assumption that they are a form of

public goods. As such, if left alone private organizations would have no incen-

tive to develop and offer public forecasts and they would tend to be produced
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in a suboptimal quantity. Because little research exists on the value of these

forecasts for the electric sector, it is interesting to compare the marginal bene-

fits of improved weather forecasts to the marginal costs of generating them.

The authors choose to employ load data from six electric utilities, located

in Vermont, Ohio, Florida, Texas, southern California, and Washington. The

reason for choosing these diverse locations is to capture different geographies

and climatic conditions in the United States. The weather information used

consisted of daily temperature forecasts from the National Weather Service

(NWS), as well as their actual values. These are compared to the naive approach

of persistence forecasts, that is, assuming that tomorrow’s temperature will

be the same as today’s. From the calculations, the authors estimate that the

nationwide value of the NWS forecasts is $166 million annually, relative to

persistence forecasts. A large proportion of this value (about 89%) comes from

utilities located in the south, because weather variables play a significant role

in the region, especially through energy used for cooling in the summer.

No information on specific costs and benefits of improved forecasts was

available for this study. However, because the region of analysis is located

in the Southwest, load is also highly sensitive to weather variation. Although

we quantify estimate the net benefits from improved forecasts, we can com-

pare the performance of purely univariate models with models extended with

weather variables. We can, then, observe the amount of improvement in the

load forecasts that is gained by including the additional variables.
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2.3.1 Climate and Load Forecasts

Weather forecasting is known to be a difficult enterprise and even with the

best of current models and technology, prediction power falls considerably

after one or two weeks. That is because weather, in its short-term manifes-

tation, is chaotic and highly volatile. Climate, on the other hand, is believed

by researchers to be more predictable, because “the physical basis (...) lies in

components that vary slowly compared with individual weather events”, such

as ocean and land surface events (Palmer et al., 2005, p.1996). El Niño and La

Niña are examples of recurrent climatic phenomena that make seasonal out-

looks more predictable. Despite these advances, little work has been done in

the literature to connect demand for electricity to climate forecasts. Here we

review some of the key pieces in the area.

In one of the earliest studies, Warren and LeDuc (1981) proposed to evaluate

the economic value of climate for electric utilities. The authors show that even

crude climatic measures, such as cooling and heating degree days can prove to

be valuable for long-term planning. In fact, the authors suggest that a cursory

glance at the existing literature is likely to underestimate the actual usage of

climatic indices in practice:

“Several types of models estimate energy demand by incorpo-

rating climate and economic indices. The sources of these models

are primarily the individual electric utilities, followed by state pub-

lic service commissions, other government agencies, and academia.

Consequently, the published information on the models understates

their widespread development and use” (p. 1431).

To show the adequacy of such measures, the authors develop a medium-
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term model based on an index of quarterly accumulated cooling degree-days.

The researchers use data on natural gas sales, but note that the “climate re-

sponse is similar to that of electricity consumption during the winter months”.

Their model performs well, especially for residential customers. They conclude

that climate information can be successfully used in statistical models, bring-

ing support to the practice of many utilities.

However, it was not until a multidisciplinary research conducted by Weiss

(1982), that researchers started to consider the value of climate forecasts, as

opposed to historical indices, for electricity generation. This study involved

experts in “meteorology, applied physics, statistics, system analysis, water re-

sources engineering, political science, political economy and law” (p. 510). The

list of collected data is long and included the reliability of climate forecasts

back then, the effect of weather on natural gas and electricity for multiple sea-

sons, the effect of weather on water use by power plants, the decision process

in the private energy sector, and the extent of how these decisions are weather-

sensitive.

The researchers concluded, contrary to their initial expectations, that cli-

mate information had “limited value to the private sector in managing supply”.

The main reason for this conclusion was that, even though many corporate de-

cisions are weather-sensitive, the climate forecasts available at the time were

severely limited, often unreliable, and with no lead-time (only for the current

season). Also, the format of the predictions, averages for the entire period, did

not indicate concentration or duration of abnormality, which would be more

important for decision-makers.

The author also cites the political costs of errors as a key drawback in adopt-
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ing climate forecasts. In particular, officials do not want to take responsibility

for what she calls the “two-class error”: a winter that is forecast to have above

average temperature, but turns out to be below average, and a summer with

above average temperature which was wrongly forecast to stay below average.

In both cases, adopting those forecasts would lead to taking costly measures

to prevent crises that would not occur in the first place. Thus, for a number of

reasons climate predictions were not popular among utility planners.

More than a decade later, Changnon et al. (1995) conducted a survey to

assess the use of climate forecasts by utility managers. The survey involved

interviews with 56 decision makers in six utilities to investigate the use and

potential use of climate forecasts. At the time, only 3 out of 56 actually em-

ployed the forecasts at work, but the vast majority (80%) admitted that they

would be very useful for long-term planning if some changes were made and

more information on them was available.

In the same year, the Climate Prediction Center (CPC) at NOAA had com-

pletely revised its climate forecasts. Instead of monthly predictions only for

the current season, the agency would publicize 3-month forecasts, out to 13

overlapping periods ahead, thus attending to one of the major complaints by

utility planners as reported by Weiss. The new format also featured forecasts in

probability terciles, instead of point predictions. The terciles were constructed

to inform the user the expected probability that the season would be below,

near, or above the historical average, for both temperature or precipitation.

Although the new system was only recently available, Changnon et al. found

strong resistance to the new predictions among the participants in the survey.

Most planners considered the new format hard to understand and a major
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hindrance to adoption. Many were also skeptical of the reliability of longer-

term predictions and responded that a short scientific explanation following

the forecasts would increase the likelihood of acceptance. Interviewed decision-

makers were also more interested in different types of information, such as

“climatic profiles” announcing other conditions that could be associated with

each season, and “analogs”, a summary of other years with similar conditions.

The authors concluded that:

“This study revealed a gap between existing nonusage of fore-

casts and the potentially high value of usage. It appears that an

outreach effort is needed to develop usage of climate forecasts in

the utility industry and to realize the considerable potential value of

forecasts for several applications within the utilities” (p. 719).

The observations by Changnon et al. remain largely valid today, despite

a growing acknowledgment of the importance of climate for utilities. In the

aforementioned workshop organized by EPRI (2005), load specialists have

agreed that demographic and economic variables, such as fuel prices, popu-

lation and economic growth, play a larger role in medium and long-term fore-

casts, but they also observed that climate forecasts can become increasingly

important, especially with climate change taking place:

“As regional climate forecasts improve, companies may bene-

fit by considering climate change in their load forecasting activi-

ties. Residential energy consumption, for example, is likely to be

more sensitive to climate change than commercial or industrial de-

mand. Consumers likely would respond to higher temperatures by
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installing additional air conditioning capacity or by extending op-

eration of existing units. This could considerably increase summer

demand for electricity, especially in temperate areas where the cur-

rent penetration level of air conditioning is relatively low. Some

companies may experience a shift from winter to summer peak de-

mand as a result. In addition, climate change may result in shifting

demographic and demand patterns if people begin to relocate in re-

sponse.” (p. 2)

In the case study reported here, climate forecasts are not currently used

by the electric utility in statistical models, although forecasts are available for

the region that is served by its power grid. Climate can have a particularly

strong impact on energy use in the Southwest, because a large part of electric-

ity consumption is dedicated to cooling and, to a lesser degree, heating. It is,

therefore, in the best interest of an organization to have reliable predictions

of the climatic conditions of a future season. We develop a simple medium-

term model to assess the feasibility of incorporating that type of information

in planning and compare its performance with an alternative model employ-

ing actual values for the climate variables used in forecasting. Details of this

procedure are given in the following chapter.
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CHAPTER 3

Methodology and Estimation

3.1 Data Description

Electricity providers are still protective of their data on system load. Not only is

such information considered to be of strategic value, but it also poses privacy

issues for consumers. The empirical part of this research was made possible

by cooperation with the Arizona Electric Power Cooperative (AEPCO), which

provided data for one of its member electricity providers. For purposes of

confidentiality, the name of the area served is not revealed.

AEPCO is a not-for-profit cooperative originally founded in 1961 to provide

electricity to rural southeastern Arizona. It is now composed of seven member

cooperatives in Arizona and California. A restructuring of its organization took

place in 1999, as part of the deregulation of the energy sector. Prior to this

event, AEPCO worked monolithically with both generation and transmission

of electricity. With deregulation, the cooperative split its functions into three

distinct headquarters: one for services, one for transmission, and the last one

for power generation (AEPCO, 2008). Currently most of the energy is generated

by combustion of coal and, to a lesser extent, natural gas.

The load data consist of hourly measurements of total electricity provided

in a certain member-specific area. The period covered starts in January 1993

and ends in December 2006, with no gaps.

Short-term electricity load is known to be highly sensitive to weather condi-
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Table 3.1: Summary Statistics

Variable Unit Mean Std Dev Minimum Maximum

load MW 40.10 19.11 10.40 144.28

temp ◦C 20.25 10.00 -7.80 45.80

humi % 42.62 24.93 2.50 100.00

vapor KPas 1.81 1.55 0.00 9.50

solar MJ/m2 0.86 1.15 0.00 4.29

prcp mm 0.03 0.41 0.00 42.00

wind m/s 2.42 1.46 0.20 12.90

holiday dummy 0.001 0.033 0 1

T = 122,639

tions (Willis, 2002). Individuals tend to respond quickly to changes in temper-

ature, humidity, and luminosity conditions, especially when those changes are

atypical. As an illustration, an unusually hot day may be expected to observe

more use of electricity for cooling, but the occurrence of a mid-afternoon rain

storm can reduce usage drastically. Similarly, households will turn on their

lights and consume more energy in a cloudy day, or turn off air conditioners in

a windy evening.

We retrieved weather data for our specific region from AZMET, a University

of Arizona meteorological network that measures a large number of weather-

related variables at hourly intervals. Among the 28 areas covered by AZMET

is the one used in this study. The variables used in this study, shown with

summary statistics in Table 3.1, include air temperature (temp), relative humid-

ity (humi), vapor pressure deficit (vapor), solar radiation (solar), precipitation
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(prcp), and wind speed (wind). Dew point temperature might have been useful,

but unfortunately it is only available from 2003 on, and so is not part of the

data we used.

For visual inspection, we plot electricity load in different aggregation levels.

First, as a broad picture, we present demand aggregated at the monthly inter-

val. In Figure 3.1, we can observe a clear seasonal pattern: the annual peak of

electricity usage occurs in the summer, whereas a second, much smaller peak is

seen in the winter period. Demand of energy for cooling, and heating to a lesser

extent, are the driving forces behind this recurrent phenomenon. In addition

to the annual seasonality, it is evident that the time series is non-stationary

across all periods. In other words, there is an upward trend in electricity usage

for this area that does not revert to the long-term mean.

More insight is gained when we visualize the evolution of hourly load during

a week. In Figure 3.2, average load and temperature are plotted for each hour of

the day, for each day of the week, during the summer of 2005. Put in a different

way, each point in the graph represents the mean of several values of the same

period in time. This is a simple way of displaying the recurring fluctuations that

occur during a week. In the case of the summer, a strong relationship between

load and temperature can be seen. In fact, the two variables appear to move

closely together throughout the period. Additionally, note that the shape of the

load curve is unimodal, with a peak occurring in the afternoon (around 7:00).

This spike in demand can be linked to individuals returning to their houses and

turning on electric devices, including air conditioners. Although it cannot be

easily seen, consumption of electricity tends to decrease during the weekend

and on Fridays, but even between those days the reduction is different.
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Figure 3.1: Monthly Load for 1993 to 2006
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Figure 3.2: Average of Weekly Load for Summer 2005
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A similar plot for the winter of 2005 is shown in Figure 3.3. Again, we

observe a daily pattern, but this time the load curve is bimodal, with one peak in

the morning and another one, slightly more accentuated, in the evening. Those

correspond to hours when the temperature is low, but individuals are home

and active, demanding energy for heating. It is worth reminding the reader

that these plots are averages of several days, while in reality the relationship

between load and temperature in the winter is not as straightforward as it

may seem. The distinction between weekdays and weekends is now even more

evident, and again each day appears to have a profile of its own. A last feature

of the two previous figures is the fact that at any given point in time, there is

a base level of electricity that continues to be used independent of the daily

fluctuation. This base level itself is increasing across the years for the region

of study.

Finally, in Figure 3.4 we present a plot of average daily temperature against

average daily load, for the entire year of 2005. Consistent with the literature

(Willis, 2002), temperature appears to be related to load, but not in a linear fash-

ion. Weron (2006) suggests that for California this relationship can be thought

as a “hockey stick”, in which load is insensitive to temperature up to a certain

level, after which the relationship can be captured in a linear fashion. This is,

in other words, a piecewise representation. In our dataset, the interaction of

temperature and load is well depicted by a quadratic function. As can be ob-

served in the figure, below and above a certain level, a change in temperature

is associated with increasingly more use of electricity. In our case, the neutral

point for temperature (the minimum of the quadratic curve) is approximately

15◦C.
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Figure 3.3: Average of Weekly Load for Winter 2005
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Figure 3.4: Daily Average Temperature and Daily Average Load for 2005
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General inspection of the data appears to be in line with findings of other

studies. Demand for electricity appears to be sensitive to weather conditions,

especially temperature. Also, seasonality is present in the series at at least

three levels: a) an annual pattern, including a peak in the summer and an-

other one in the winter; b) a daily periodicity that changes from unimodal in

the summer to bimodal in the winter; c) and a weekly “seasonality”, in which

weekdays are different from weekends. Finally, even visual inspection reveals

that the process is nonstationary, with an upward trend. The literature points

to population migration, economic growth, and technology, as leading factors,

but climate change is likely to intensify the nonstationary process even further.

3.2 Forecast Evaluation

One of the main goals of this research is to develop models that can make

good forecasts. These are desirable because they can help planning decisions,

reduce costs, and increase economic efficiency. In considering how forecasts

can be evaluated, we identify two points. First, we present measures of how

close forecasts are to actual values. Second, we discuss the costs of making

and improving the forecasts.

The issue of how to measure the goodness of forecasts is a perennial ques-

tion in the statistical literature, and a vast number of methods have been pro-

posed to tackle the problem. Despite this diversity of opinions, most agree that

forecasts must be evaluated by their statistical properties. Defining the error

as the difference between the predicted value and the actual value, we are in-

terested in a measure that summarizes the error of various predictions, not a

single prediction.
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More formally, the expected value of the error, E(ε), measures how wrong

an estimator is on average. This term is also known as bias, and its recipro-

cal is the accuracy of an estimator. In the second moment, the variance of

the error, V(ε), can be thought of as a measure of the dispersion of the error,

with its reciprocal giving the precision. Aside from these summary statistics,

an important consideration is the weights associated with positive and negative

discrepancies. While it is customary to assume that over- and underpredictions

have equally severe consequences, this need not be the case. With electricity

generation, the decision of underproducing can cause black-outs, while over-

producing would be inefficient.

A commonly used measure of forecast error is the Root Mean Squared Error

(RMSE). It is given by the square root of the mean squared error (MSE), a closely

related measure of error. The formula is presented below:

RMSE =

√√√√√ 1
T

T∑
t=1

(Yt − Ŷt)2 (3.1)

where Yt is the actual observation for period t, Ŷt is the corresponding pre-

dicted value, and T is the total number of periods. There are a few features

that are worth discussing about the RMSE. One attractive point over MSE, for

example, is that the values are given in the same units as the variable of in-

terest, thus making is easier to visualize the dispersion of the errors. Another

characteristic is that, because of squaring, larger values are given more weight

than smaller values. Finally and also because of squaring, negative and positive

errors are treated identically. That is, an underprediction and overprediction

of the same magnitude are considered to be the same error in this formula.
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In the electricity industry, the most widely employed measure of error is

the Mean Absolute Percentage Error (MAPE), which can be seen in the formula

below:

MAPE = 1
T

T∑
t=1

|Yt − Ŷt|
Yt

(3.2)

Like the previous measure, MAPE also exhibits a number of properties. First,

its values are given in percentage (unitless), therefore making it comparable

across different situations. As in RMSE, there is no distinction between posi-

tive and negative errors, all are considered to have equal weights in absolute

terms. Unlike the previous error rate, the impact of small or large deviations is

always relative to the actual value, capturing the idea that a forecast error that

is severe for a small utility may be less important for a large company. One

point to notice is that the error is divided by the actual value, so this would

be problematic in cases where the denominator is close to zero. From Table

3.1, we know that this is not a problem for our data, since all load values are

well above zero. In evaluating our models we will report both RMSE and MAPE,

but we should note that both measures are largely equivalent: in most cases an

increase or decrease in the forecast error will lead to a change in both scores

in the same direction, albeit at a different rate.

An additional measure of the performance of predictions comes from the

meteorological literature. Forecast skill, as it is called, is “a statistical eval-

uation of the accuracy of forecasts or effectiveness of detection techniques”

(American Meteorological Society, 2008). The skill score (SS) is given by the

formula:

SS = 1− (RMSEf/RMSEr ) (3.3)
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where RMSEf is the root mean squared error of the forecasts being evaluated,

while RMSEr is the corresponding measure of error for values that are taken as

a reference. A positive value for SS indicates that the model offers some skill

over the reference technique. A common practice is to use “persistence fore-

casts” as the reference, known as “naive forecasts” in the economic literature,

in which observations of similar periods are used as the predictions for the

period of interest. For example, one can assume that tomorrow’s temperature

will be the same that was recorded today, or that next summer will have the

same climate characteristics as the current one.

In addition to errors in forecasts, there are also costs due to time and

resources allocated to estimating statistical models. In economic terms, the

marginal gains from spending one extra hour in modeling should be greater or

equal to the marginal costs of doing so. Even at a more fundamental level, ul-

timately there is a time constraint within which the decision of how much elec-

tricity to produce must be taken, otherwise black-outs can occur. To address

this issue, we will include an extra benchmark measure: time of estimation,

in minutes. This is merely the time that an estimation takes to converge to a

solution. Although this does not take into account the time spent in setting

up the parametric form of the model, it can be important in determining the

feasibility of generating a large number of alternative specifications of models.

3.3 Modeling Considerations

In this section, we derive the models that will be used for forecasting system

load. The first step in time series modeling is to ensure the data conform to the

assumptions required by the methodology. One of the most important of them
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is the requirement of stationarity. Seasonality, which is technically a violation

of that assumption, deserves special attention in our model. Each of the topics

are discussed in turn.

3.3.1 Stationarity

Traditional time series techniques require that the input series be stationary.

Intuitively, stationarity implies that in the long-term the series does not wander

away indefinitely from its mean. When the series is nonstationary, the variance

is said to be explosive, and predictions are not reliable.

Granger and Newbold (1974) and Phillips (1986) showed that tests based on

conventional critical t values were overly optimistic (Greene, 2003). Dickey and

Fuller (1979) studied the distribution of a series under different unit processes.

More specifically, they simulated critical values for random walk, random walk

with a drift, and a single trend. We use the augmented version of the Dickey-

Fuller test, which removes the structural effect prior to testing. Its formula is

given by:

DFτ =
γ̂ − 1

StdErr(γ̂)
(3.4)

The load series was detrended by taking the first difference of the logged

hourly load. In the ADF tests, presented in Table 3.2, the null hypothesis is

that a unit root is present in the data, that is to say, the series is nonstation-

ary. Because of the complexity of our dataset, we performed tests out to 168

hours, that is, one week. In all cases, the null hypothesis can be rejected at any

conventional statistical levels of confidence.
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Table 3.2: Augmented Dickey-Fuller Tests

Type Lag τ P < τ

Zero Mean 1 -177.36 0.0001

2 -156.42 0.0001

3 -169.53 0.0001

24 -95.77 < .0001

168 -34.34 < .0001

Single Mean 1 -177.36 0.0001

2 -156.42 0.0001

3 -169.53 0.0001

24 -95.77 < .0001

168 -34.34 < .0001

Trend 1 -177.36 0.0001

2 -156.42 0.0001

3 -169.53 0.0001

24 -95.77 < .0001

168 -34.34 < .0001

T = 122,639
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3.3.2 Seasonality

As mentioned before, even a visual inspection of the data is sufficient to de-

tect systematic patterns that appear to be associated with daily, weekly, and

annual cycles. In the statistical literature, these phenomena are commonly re-

ferred to as seasonality, or periodicity. A broad definition has been proposed

by Hylleberg (1992):

“Seasonality is the systematic, although not necessarily regular,

intra-year movement caused by the changes of the weather, the cal-

endar, and timing of decisions, directly or indirectly through the

production and consumption decisions made by the agents of the

economy. These decisions are influenced by endowments, the ex-

pectations and preferences of the agents, and the production tech-

niques available in the economy.” (p. 4)

One interesting characteristic of our data, and demand for electricity in

general, is that the daily periodicity changes over time in a systematic manner.

Recall from Figures 3.2 and 3.3, the presence of a unimodal curve during the

summer, and a bimodal shape in the winter. Figure 3.5 reveals more details

about the different shapes of the load curve, month by month. We can loosely

cluster the curves into five groups: a) a clearly bimodal interval, coinciding

with the winter months (December to March); b) a transition phase, in which

the curve is flat, but the two peaks can still be observed (November and April);

c) a first, low unimodal period (October and May); d) a second, intermediate uni-

modal period (June, August, and September); e) a third unimodal period, which

is the highest across the entire year (July). Note that not only does the shape
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Figure 3.5: Monthly-Averaged Hourly Load for 2005
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change over the months, but the range of the curves is significantly different.

The minimum point of July, for example, is larger than the maximum of most

winter months.

This peculiarity poses a challenge to modeling for a number of reasons.

First, it is not completely captured by weather variables, because there are

other fluctuations in the behavior of individuals, such as business cycles and

migration, that are exogenous to our model. Thus, the issue cannot be ignored

and some form of seasonal modeling is necessary if our goal is forecasting.

Second, to the best of our knowledge a model with changing periodicity has

not received attention from the literature and there is no established method
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of dealing with it.

A crude way of capturing this changing seasonality would be to create

dummy variables for specific periods of the data, for instance, one for each

month. However, this approach can be problematic, because the transition

from one season to another is not known in advance and varies from year

to year. Additionally, even if that problem is solved, using dummy variables

would result in abrupt changes in arbitrary periods, say, from March 31 to

April 1 in Figure 3.5, while we expect the transition to be continuous and per-

haps smooth.

Another option would be to employ some method of seasonal adjustment

to filter the data, then proceed to modeling. Many economic studies rely on

seasonally-adjusted series, in the hope of removing the irrelevant noise prior

to modeling. Examples of this procedure include data from the Census Bureau

(using the X-11 or X-12 method) and other macroeconomic datasets. However,

in the last decade several researchers have found strong reasons against this

strategy. First, it is usually the case that the econometrician producing the final

model will simply use the transformed series without knowing exactly how

it was generated, implicitly accepting assumptions that the original modeler

made. Second, it is not clear how seasonal adjustments will alter the properties

of the series and even introduce additional noise.

Sims (1992), among others, endorses this position and cites an early ar-

ticle by Roberts (1978), where the author observes that “surely the route to

better scientific understanding is to incorporate the seasonality directly into

multivariate models that are formulated in terms of unadjusted data so the

source, transmission, and effects of seasonal variations can be better under-
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stood”. Sims also notes that in other fields, such as meteorology, scientists

directly model phenomena with high degree of seasonality without undertak-

ing adjustment as a separate step.

One innovation of this study is to propose a way of accounting for a multi-

dimensional seasonality in a time series dataset, that can be estimated in one

single pass. We build upon the work of Aradhyula and Ergun (2004) and Arad-

hyula and Tronstad (2006), who developed a general approach for dealing with

seasonality. As in those studies, we estimate a time series model together with

high order polynomials. Different from prior studies, we generalize the frame-

work to handle periodicity in more than one dimension.

Modeling seasonality with a high-order polynomial is not entirely a novel

technique and authors have warned about its pitfalls in the literature. Sims

(1992) notes, for example that: “there are some drawbacks to using polynomial-

seasonal interactions rather than a corresponding number of trigonometric

terms for removing seasonal power. If [the number of coefficients] is large,

the polynomial terms may be highly collinear”. The issue of multicollinearity,

as will be shown, can be easily solved. The greatest advantage of favoring poly-

nomials over trigonometric functions, however, is the minimal user interven-

tion necessary to modeling. In the case of the former approach, the forecasts

would have to employ spectral analysis which requires not only training and

experience, but usually a few trials and errors.

In a general form, given a variable s that cycles with certain periodicity and

takes values between 0 and 1, we can create a polynomial S of order p by:

S = α1st +α2s2
t + . . .+αps

p
t =

p∑
i=1

αisit (3.5)
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where α is the variable coefficient.

We then make the function continuous by requiring that the starting and

ending points coincide:

S|s=0 = S|s=1

q∑
i=1

αi = 0

Smoothness can be enforced as well, by ensuring that:

p∑
i=2

iαi = 0

The polynomial proposed so far is extremely flexible and is able to adjust it-

self to highly nonlinear patterns, given sufficient order terms. Contrasted with

spectral analysis, it requires knowledge of only the period of the variable, as

opposed to finding a combination of sine and cosine functions, with different

periods, amplitude, and shift. A problem that can surface when high order

polynomials are used is multicollinearity, since each additional term is a (non-

linear) combination of the previous one. However, this can be easily solved by

creating orthogonal polynomials instead, in which the inner product of any two

vector terms is zero: 〈si, sj〉 = 0,∀i ≠ j.

In other words, all terms are created so that they are linearly independent

from each other. Orthogonal polynomials have a rich literature of their own,

and several specifications have been proposed, including the Legendre, Cheby-

shev, Jacobi, and Leguerre forms, to cite a few (Hochstrasser, 1965). Most sta-

tistical programs have canned procedures to produce such polynomials auto-

matically. The Chebyshev polynomials of the first kind, in particular, exhibit
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the appealing property of being bound between a fixed interval, making them

the most appropriate for our model of periodicity. They are given by the fol-

lowing recursive definition:

T0(x) = 1

T1(x) = x

Ti(x) = 2xTi−1(x)− Ti−2(x)

where i is the order of the polynomial. For convenience, the full expansion of

the definition up to the ninth order is presented in Appendix B.

For the sake of illustration, a graphical comparison of simple and Cheby-

shev polynomials are given in Figure 3.6. The orthogonal polynomial, besides

the guarantee of not possessing multicollinearity, appears to capture a greater

wealth of variability than the simple form for the same interval. In fact, the

Chebyshev polynomials of the first kind satisfy the following trigonometric

identity (Hochstrasser, 1965), thereby putting them close to traditional spec-

tral analysis1:

Ti(cos(iθ)) = cos(iθ)

In a practical sense, the described polynomial model should be able to com-

pete directly with its spectral counterpart. However, in their traditional form

both suffer from a severe limitation: the seasonality is only allowed to affect

the dependent variable in an additive, linear fashion. To see why we would

want to waive this constraint, consider again the case of hourly electricity load

plotted for all months of the year in Figure 3.5. Suppose we specify one season-

1In fact, the recursive definition of the polynomial can also rewritten in trigonometric
form.
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Figure 3.6: Comparison of Simple and Orthogonal Polynomials
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ality form for the day (or month) of the year, and a separate one for the hour

of the day. Then, because the model is additive, moving across one seasonal-

ity curve at a time will simply shift the other one up or down. However, we

have seen that seasonality of the load shape itself changes over the year. There

is, therefore, a periodic change in the shape of the seasonality that requires a

more flexible model.

Such a model can be achieved in different ways. Perhaps the most strictly

pure form is to estimate a model with time varying parameters, for instance:

yt =ω0,t +ω1,txt + εt (3.6)

ωi,t =ωi,t−1 + εi,t−1 (3.7)

where ωi,t is a coefficient that is allowed to change across time (in this case,

as a random walk process), and εt and εi,t−1 are white noise. It is evident that

estimating a model such as this would be a challenging problem, since most

econometric software are designed for linear models. State space models can

handle this type of estimation, at the price of added complexity (Durbin and

Koopman, 2001).

An alternative way of generating the same effect is to include in a linear

model all the interactions between the seasonality terms. For instance, given

two vectors of orthogonal polynomials, one for the day of the year, D of order

m, and another for the hour of the day, H with polynomial order n, we can
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produce the interactions by simple matrix algebra:

1′D′H1 =
[

1 1 1 · · · 1

]


1 h h2 · · · hn

d dh dh2 · · · dhn

d2 d2h d2h2 · · · d2hn

...
...

...
. . .

...

dm dmh dmh2 · · · dmhn





1

1

1

...

1


=

m∑
i=0

n∑
j=0

dihj

where 1 is a column vector of 1s, the superscripts for d and h denote the order

of the polynomial, possibly in an orthogonal form, and the matrix multiplica-

tion is set up to be conformable.

Naturally, when the order of the seasonality for the day of year, m, is zero,

the model reduces to the hourly seasonality; likewise, when n is zero, only the

annual periodicity is being modeled.

This specification is much less parsimonious than the model with varying

parameters, costing more degrees of freedom. However, in our case this sacri-

fice should not pose a problem, since the available dataset is sufficiently large.

The advantage of being able to keep the familiar linear model is valuable, since

our goal is to propose a model that can be easily implemented by an electric

utility.

The multiple seasonality model can be more easily understood by means of

a graph. To that end, we present two graphs. The first, for comparison, is a

three dimensional plot of actual values across hour of day and day of year (Fig-

ure 3.7). The second is a plot of predicted values estimated from a seasonality
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for daily load multiplied by another for the annual cycle (Figure 3.8). The graph

generated from the polynomial model possesses the pattern described above:

the shape of the daily load curve changes across the year. During the winter

(beginning and end of the year), demand for electricity follows a bimodal form,

with peaks in the morning and evening. In the summer (middle of the year), the

load changes into a unimodal form, with much higher minimum and maximum

values. Thus, the innovation of this modeling technique is to capture the tran-

sition between these two seasons in a continuous and smooth manner. Note

that in the intermediate region, the shape of the load curve is much flatter.

Although, the model appears to capture the two seasonalities as expected,

it remains to be seen how it will perform in practice. This is left for the next

chapter, where load forecasts are made using the specification discussed above.

3.4 Model Variables

Having discussed the transformations and adjustments to the data, we now

proceed to specifying the functional forms of the variables in the model. We

also include a brief discussion on the expectation for the sign of each variable’s

coefficient in the final estimation. The reasoning behind this is to avoid mere

experimentation with the data and potential overfitting for our sample.

3.4.1 Dependent Variable

Hourly Load The dependent variable of our model is electricity load mea-

sured in an hourly interval for a specific region in Arizona. Because of the

observed exponential growth in demand, we transform the variable into its

natural log form. To ensure stationary, we can either take a first difference or
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Figure 3.7: 3D-Plot of Load by Hour of Day and Day of Year
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Figure 3.8: 3D-Graph of Polynomial Model by Hour of Day and Day of Year
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include a linear trend variable in our model. After simple experimentation, we

opted for the second, as it would give better prediction results. Once the model

is estimated and forecasts are made, we transform the values back via anti-log.

Note, however, that by Jensen’s Inequality2, this transformation is not without

its problems. Nevertheless, the introduced bias is negligible and is not enough

to justify a correction. This decision is supported by numerous other studies

that have taken a similar approach (Brocklebank and Dickey, 2003).

3.4.2 Explanatory Variables

Trend As explained above, we included a term for trend due to the increasing

usage of electricity for the region of study. Because this growth is steady, we

expect to find a robust positive coefficient.

Day of the Week From visual inspection we have learned that Friday, Satur-

day, and Sunday have consistently lower demand for electricity compared to

weekdays. The difference is not as notable within the other weekdays, but be-

cause weekly variability appears to follow a pattern, we decided to create a

dummy for each day of the week, leaving Monday as the baseline. Our expecta-

tion is that the coefficients for the weekend are negative, while the others can

move in either direction.

Holiday Demand for electricity tends to be affected during special events,

such as holidays. We therefore collected all official holidays for the state of

2That is, the expected value of a function is not equal in general to the function of the
expected value. For a concave function f(·), such as log, E(f(x)) ≤ f(E(x)) and there is a
potential for downward bias.
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Arizona from the Human Resources Division. Unfortunately, data was not avail-

able prior to 2004, so we reconstructed the holidays from the Arizona Revised

Statutes (ARS), Sections 1-3013. For each year there are ten paid holidays, that

are moved back or forward so that they do not coincide with weekends. Thus,

holidays imply non-business days and with industry and part of the commerce

shut down we would expect a decrease in the usage of electricity. However,

certain holidays may also be associated with more demand by residential cus-

tomers, as can be the case of New Year’s day and sports events. Because our

data include all classes, we cannot tell which effect will be larger. We still expect

the coefficient for holiday to be negative.

Temperature For this particular region, the relationship between load and

temperature appears to follow a quadratic pattern. Other studies have reported

that cubic and piecewise linear modeling offered a more appropriate fit (Weron,

2006). We favor the quadratic form due to its simplicity. Temperature and its

squared value are both included in the model, with the expectation that the

quadratic coefficient will be negative. In other words, we believe that tempera-

ture levels that are far from a certain neutral point lead to more consumption

of electricity for cooling or heating. As previously discussed, the insensitive

level found in exploratory analysis was around 15◦C.

Humidity Humidity plays a secondary yet important role in the influence of

weather on electricity load. More specifically, the sensation caused by humidity

can compensate for high or low temperature, therefore affecting use of cooling

or heating equipment. Because this variable is not so well studied in the liter-

3The source code of the program for generating the holidays is available in Appendix C.
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ature, we try different specifications in the model: a simple linear coefficient,

a quadratic relationship as useful for temperature, and the interaction term

between temperature and humidity.

Precipitation Because the region under study naturally receives small amount

of rain, the distribution of this variable is highly skewed towards zero. The

fact that the unit of analysis is measured at hourly intervals also contributes

to this sparseness. Hence, we decided to recode the variable as a dummy:

precipitation takes the value of 1 if there was any rain during that period, and

0 otherwise. Similar to humidity, we expect less demand for electricity during

rainy intervals.

Wind Speed Our final variable, wind speed, is assumed to work analogously

to the previous two: rapid air movement generates a chilling sensation that

can decrease the need for electric cooling, or conversely, can augment the use

of heating during the winter. To support these claims, the coefficient of this

variable should appear as negative in our model.

3.5 Estimation Process

Once we have decided on the appropriate model, we use data from 1993 to

2005 to forecast next-day electricity load for the entire year of 2006, in a rolling

sample scheme. More specifically, on each new day we exclude the oldest 24

hours of our sample and include the actual values of the 24 hours that have

passed since the last estimation. We then re-estimate the model and produce

new forecasts for the next 24 hours. This process is repeated until the reserved
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sample is over.

The rationale behind this organization is two-fold. First, it attempts to

mimic how the forecasts would be generated in a utility, in a day-to-day rou-

tine. The difference is that we already have the entire year of 2006 available

to our model, so the procedure can be fully automated, whereas in practice an

individual would have to feed in the new values. Second is the idea of updating

the model as time passes. This point is of key importance, because, as we have

seen, usage of electricity is very sensitive to a number of factors, including

current weather conditions and even recent consumption, due to inertia.

Although old load values are discarded in the rolling sample setup, techni-

cally that does not necessarily have to be the case. It is interesting to consider

why this tradition started. One of the fundamental properties of time series

is that recent observations have greater influence on current values, while dis-

tant points should have an ever decreasing impact. With a large sample, it

is likely that the initial 24 hours would have a negligible effect on the model

and on forecasts. From a more practical perspective, the oldest observations

are taken out so that the sample size remains constant across all estimations,

thus facilitating comparisons of statistics that are sensitive to the number of

observations, such as the Akaike Information Criterion (AIC) or the Schwartz

Bayesian Criterion (SBC), and even the standard errors of coefficients.

The predictions, still in natural log form, are transformed back and stored,

one-by-one, in a separate dataset. Once the entire process is finished, the fore-

casts are merged with their corresponding actual values and residuals are cal-

culated. From the residuals, the measures of prediction error are created, in

this case, MAPE and RMSE. Note that despite the fact that these statistics are
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the common way of evaluating a model, it is also valuable to generate a scat-

terplot of the residuals, which can be inspected for systematic patterns.
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CHAPTER 4

Analysis of Results

4.1 Short-term Forecasts

To be able to compare performance, we ran three different specifications of

the model: a full version, with all variables, one with only the temperature

variables, and the last one with no weather variables. In all cases we modeled

seasonality as discussed in the previous chapter, that is, by including interac-

tion terms for orthogonal polynomials. The polynomial order for the day of the

year was 10, while the term for hour of the day was 9. Estimation results are

presented in Table 4.1. For the sake of clarity and due to space constraints, the

seasonality coefficients have been omitted from that table, but are included in

Appendix A. We also remind the reader that the dependent variable was the log

of hourly load, therefore the coefficient and standard errors cannot be easily

interpreted in their magnitude.

As expected, the model was able to capture the positive trend in the load

for our region. Modeling the trend in this explicit form gave better results than

the usual approach of taking the first difference.

Besides the trend and the polynomials for seasonality, we also included

dummy variables for each day of the week, taking Monday as the baseline. As

expected, Friday, Saturday, and Sundays tend to have lower load, while the

effect for the other days is not so clear.

The variable for holiday also had a negative coefficient throughout. But, as
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Table 4.1: Estimation Results

Variable Full Model Temp Only No Weather

constant 2.8686*** 2.8739*** 2.7756***

(0.0194) (0.0194) (0.0486)

lag1 -0.7822*** -0.7878*** -0.8803***

(0.0018) (0.0018) (0.0013)

lag24 -0.1810*** -0.1767*** -0.1070***

(0.0018) (0.0018) (0.0013)

trend 0.00001*** 0.00001*** 0.00001***

(0.000001) (0.000001) (0.000001)

tuesday 0.0023* 0.0022* 0.0030**

(0.0009) (0.0009) (0.0011)

wednesday 0.0031** 0.0031* 0.0036*

(0.0012) (0.0012) (0.0014)

thursday 0.0022 0.0020 0.0028

(0.0013) (0.0013) (0.0016)

friday -0.0030* -0.0031* -0.0019

(0.0013) (0.0013) (0.0016)

saturday -0.0123*** -0.0124*** -0.0100***

(0.0012) (0.0012) (0.0014)

sunday -0.0123*** -0.0123*** -0.0104***

(0.0009) (0.0009) (0.0011)

holiday -0.0038* -0.0052** -0.0030

(0.0016) (0.0017) (0.0020)

temp -0.0230*** -0.0229***

(0.0002) (0.0002)

temp2 0.0006*** 0.0006***

(0.00001) (0.00001)

humi 0.0012***

(0.0001)

humi2 0.00001***

(0.00001)

prcp 0.0019

(0.0011)

wind -0.0009***

(0.0001)

Forecasts for 2006

MAPE 4.177 4.276 5.666

RMSE 3.897 4.100 5.989

SS 0.05 0.32 0.22

Time 8′23′′ 8′04′′ 8′01′′

Significance Levels: *.05 **.01 ***.001
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discussed above, in practice forecasts for special days may require more in-

formation and possibly judgment from an expert. Although it is widely known

that special events, such as holidays, tend to have different behavior in the load

curve, and therefore should be treated with care, the relationship is not obvi-

ous. As previously discussed, some holidays have less use in electricity, while

others will have higher demand.

The quadratic relationship between temperature and load was adequately

captured by the model. As expected, the second coefficient was positive, in-

dicating higher demand being associated with large deviations from a certain

temperature value. Both temperature coefficients were statistically significant

at the .001 level, suggesting a robust relationship throughout the sample.

Much to our surprise, humidity presented a similar pattern to that of tem-

perature. To our knowledge, this relationship has not been reported in other

studies of load forecasting. In this case, the pattern is the inverse of tempera-

ture: extremely high or low levels of humidity are associated with less demand

for electricity. As temperature, this relationship seems to be robust and stable

in all runs of the models.

It is also worth mentioning that we also tested an interaction term between

temperature and humidity, in the expectation that the combination of both

might have a specific effect. However, that relationship was not found and we

opted for not reporting the estimation results in the table.

Precipitation, as a dummy variable, was expected to have a negative coeffi-

cient sign, but in the table the variable had the opposite sign and is not signif-

icant. Although the results appear to contradict this expectation, there are a

few points to be made. First, as previously noted, the variable is highly skewed,
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Table 4.2: Correlation Matrix for Explanatory Variables

temp temp2 humi humi2 prcp wind

temp 1.00

temp2 -0.87 1.00

humi -0.05 0.24 1.00

humi2 0.09 -0.22 -0.96 1.00

prcp -0.03 0.07 0.09 -0.15 1.00

wind -0.15 0.11 -0.01 0.04 -0.09 1.00

T = 122,639

with more than 98% of cases equal to zero. Second, it is not evident how con-

sumers will respond to rain: although it may serve as a means of cooling, it

might also drive individuals indoors and lead to more usage of electricity. We,

unfortunately, cannot identify each case separately, but because the variable

does seem to reduce the forecast errors, we decided to keep it in the model.

Third, it can be seen in Table 4.2 that humidity and precipitation do not appear

to suffer from a problem of multicollinearity: the correlation with precipitation

is only about .09 for humidity and −.15 for humidity squared. In fact, apart

from the squared terms, no coefficients are correlated at any alarming level.

Finally, wind speed met our prior expectations of having a negative relation-

ship with load. Even with a high temperature, a windy day can bring about the

sensation of chillness that can reduce the demand for electricity for cooling.

It is clear in comparing the alternative specifications, that weather holds

information that is important for modeling and forecasting demand for elec-

tricity. Although our baseline model did not perform so well (MAPE of 5.67%), it
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is not far from what is reported in the literature and by AEPCO. Merely includ-

ing temperature in the model is sufficient to reduce the error rate by almost

1.4%. The gains from additional variables, that is, humidity, precipitation, and

wind speed, are not as accentuated (only .1%), but for a large utility may be

enough to bring significant savings.

In terms of skill score (SS), we find that each of the specifications bring

improvements over the previous one. In the case of the model with no weather,

the reference is the RMSE of simple persistence forecasts. In other words, our

simplest model brings an improvement in skill of .22 over merely assuming that

the load for the next 24 hours will be the same as the previous 24 observations.

The model with temperature alone possesses a skill score of .32 over the model

with no weather. Finally, the model with all weather variables offers more skill

over only using temperature of .05. Note that performance measured by skill

level is in line with the results in terms of MAPE, as discussed in the previous

paragraph.

The time of estimation did not vary significantly for each of the models. All

of them finished generating the next-day hourly forecasts for 2006 in about 8

minutes. As expected, the models including more variables were slightly slower

to generate forecasts, but the difference from best case to worst case is only 22

seconds. These measures include the time that is required to create the polyno-

mial terms, the variable transformations, the model estimation and forecasts,

and the calculation of MAPE and RMSE. Note that the main advantage advo-

cated here is that a single model can be used for the entire year, as opposed to

separate models for different seasons.

To further illustrate the performance of the forecasts, a plot of actual peak
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Figure 4.1: Actual versus Predicted – Daily Peak
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versus predicted values is presented in Figure 4.1. For all days of the out-of-

sample period, we selected the daily maximum load and the equivalent value

from the forecasts. This aggregation was done partly because the fine scale of

one-hour interval would make the graph overly crowded, to the detriment of

understanding. The peak was chosen because it constitutes the most interest-

ing value for AEPCO (Thompson and Cathers, 2005). The figure indicates that

the predicted values appear to be consistently close to the actual load through-

out the year. The models performs relatively well even during the periods of

transition between seasons, although initial underforecasts can be seen.

Finally, we plot actual and predicted values averaged by month in Figure
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4.2. Each box in that figure presents hourly load averaged over every month.

This series of plots should be comparable with what was observed in Figure

3.5, except that: a) these graphs cover the forecasting period; b) values for

each month are now shown separately. These plots should provide the reader

with evidence for the success of polynomials in capturing the change in sea-

sonality that occurs across the year. The technique for dealing with seasonality

advocated in this study is able to adjust itself to unimodal, bimodal, and inter-

mediate shapes of the load curve in a smooth manner.
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Figure 4.2: Actual versus Predicted – Monthly-Averaged Hourly Load

5 10 15 20

4
0

6
0

8
0

1
0
0

Hour of the Day

L
o
a
d
 (

M
W

)

Jan

actual

forecast

5 10 15 20

4
0

6
0

8
0

1
0
0

Hour of the Day

L
o
a
d
 (

M
W

)

Feb

5 10 15 20

4
0

6
0

8
0

1
0
0

Hour of the Day

L
o
a
d
 (

M
W

)

Mar

5 10 15 20

4
0

6
0

8
0

1
0
0

Hour of the Day

L
o
a
d
 (

M
W

)

Apr

5 10 15 20

4
0

6
0

8
0

1
0
0

Hour of the Day

L
o
a
d
 (

M
W

)

May

5 10 15 20

4
0

6
0

8
0

1
0
0

Hour of the Day

L
o
a
d
 (

M
W

)

Jun

5 10 15 20

4
0

6
0

8
0

1
0
0

Hour of the Day

L
o
a
d
 (

M
W

)

Jul

5 10 15 20

4
0

6
0

8
0

1
0
0

Hour of the Day

L
o
a
d
 (

M
W

)

Aug

5 10 15 20

4
0

6
0

8
0

1
0
0

Hour of the Day

L
o
a
d
 (

M
W

)

Sep

5 10 15 20

4
0

6
0

8
0

1
0
0

Hour of the Day

L
o
a
d
 (

M
W

)

Oct

5 10 15 20

4
0

6
0

8
0

1
0
0

Hour of the Day

L
o
a
d
 (

M
W

)

Nov

5 10 15 20

4
0

6
0

8
0

1
0
0

Hour of the Day

L
o
a
d
 (

M
W

)

Dec



73

4.2 Seasonal Forecasts

To evaluate the value of seasonal forecasts, we model and estimate five specifi-

cations of monthly average load, using the same dataset as before. In addition,

one year-ahead seasonal forecasts developed by the Climate Prediction Center

(CPC) at NOAA are included, for both temperature and precipitation1. The vari-

ables employed in the models have their descriptive statistics shown in Table

4.3. Load, the dependent variable, is averaged at the monthly interval, yielding

133 periods. Actual temperature and precipitation are aggregated in a similar

fashion, and at this level exploratory analysis did not find a nonlinear rela-

tionship, in contrast to the short-term models. The CPC forecasts are given

in probability terciles, that is, the likelihood that a particular season will ob-

serve condition that is below, near, or above the historical average. Because

our interest lies on measuring how much a unit increase in temperature or pre-

cipitation will affect electricity consumption, we transform these predictions

by multiplying the terciles by the historical averages.

Again, to achieve stationarity the dependent variable is logged, and an ex-

plicit term for trend is included in the model, to control for the growth in

demand that the region has been facing. Because we only have 13 years of data

and lost a few when matching with the CPC forecasts, we refrain from reserving

part of the dataset for out-of-sample prediction. Instead, we will evaluate the

models by their in-sample properties.

The estimation results for all models are presented in Table 4.4. Model

1 only includes autoregressive terms and the trend variable. Each additional

model expands the previous with more variables. Models 2 and 4 are estimated

1The CPC forecasts are available at http://www.cpc.ncep.noaa.gov/
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Table 4.3: Summary Statistics for Seasonal Variables

Variable Mean Std Dev Minimum Maximum

load-avg 44.39 14.69 24.61 89.39

actual-temp 20.24 7.59 7.76 31.51

actual-prcp 0.02 0.04 0.00 0.25

pred-temp-low 16.80 4.48 7.40 29.55

pred-temp-up 29.34 7.68 16.01 51.92

pred-prcp-low 0.26 0.28 0.00 1.27

pred-prcp-up 0.26 0.28 0.00 1.27

T = 133

with actual values for average temperature and precipitation, while Models 3

and 5 use the CPC forecasts.

By comparing Model 1 to Models 2 and 3, we can observe a large improve-

ment in the explanatory power due to temperature alone. The improvement

is supported by both R2 and the Schwartz Bayesian Criterion (SBC). For both

models, the temperature variables are statistically significant and have the ex-

pected sign. Months with higher average temperature tend to be followed by

larger demand for electricity, again in accordance with the literature and with

our own previous findings. Interestingly, it appears that the CPC forecasts, de-

spite the long lead of one year, are able to predict the seasonal average with

good accuracy. Not only are the coefficients fairly similar, but also the R2 and

SBC values are not distant from each other.

Actual and predicted values for precipitation are introduced in Models 4 and

5. This time, however, the variable did not appear to bring any improvement
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to the fit. Even in Model 4, in which the real monthly average for precipitation

was used, the coefficient was not statistically significant at any conventional

level. In Model 5, the forecast values for lower and upper terciles had diverg-

ing signs. Accordingly, by judging from the SBC scores, we would favor the

previous models for their better fit and better parsimony.

However, as before we make the caveat that the precipitation variables, as

available for this study, may not be adequate for capturing the relationship

with demand for electricity. To be sure, we have hypothesized that dry peri-

ods would pose higher demand for electricity for different reasons, including

evaporative, energy-intensive treatment of water and artificial irrigation (the

water-energy nexus). Conversely, periods with more precipitation would lead

to less use of electricity, by naturally satisfying those needs.

Nevertheless, precipitation as a measure of condensation, may not neces-

sarily capture the effect of water scarcity in the region. If this is the case, a

variable for drought intensity might prove to be more adequate. The relation-

ship can also be countered by preemptive actions taken by the public. If the

seasonal forecasts serve to prepare the government and individuals in general,

we would not be able to observe the effect in the model. Due to these limita-

tions, we cannot conclude from our estimations whether or not precipitation

would play an important role in long-term planning.

In general we have found support for the idea that climate forecasts are

reliable enough to be used in medium-term modeling and planning. Predic-

tions made by CPC can accurately capture the movement in seasonal average

of temperature and, to a lesser extent, precipitation. With good assessments of

how the next year season will be, decision-makers can have better chances of
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Table 4.4: Estimation Results for Seasonal Model

Model 1 Model 2 Model 3 Model 4 Model 5

Variable Only Trend (1) + Temp (1) + P Temp (2) + Prcp (3) + P Prcp

constant 3.3069*** 2.9269*** 2.6218*** 2.9167** 2.5983***

(0.0425) (0.0292) (0.0546) (0.0285) (0.0568)

trend 0.0065*** 0.0063*** 0.0060*** 0.0062** 0.0060***

(0.0006) (0.0002) (0.0003) (0.0002) (0.0003)

actual-temp 0.0196*** 0.0199**

(0.0012) (0.0012)

actual-prcp 0.2406

(0.1883)

pred-temp-low 0.0124*** 0.0131***

(0.0024) (0.0024)

pred-temp-up 0.0174*** 0.0174***

(0.0014) (0.0014)

pred-prcp-low -0.9368

(1.9529)

pred-prcp-up 0.9721

(1.9520)

DF 129 128 127 127 125

R2 0.8829 0.9237 0.9130 0.9229 0.9144

SBC -196.90 -249.83 -228.02 -243.69 -220.41

Significance Levels: *.05 **.01 ***.001
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allocating necessary resources and take preemptive measures to handle energy

crises. Without these techniques, managers have higher risk of being caught

off-guard by unexpected variations in climate. With tighter regulations control-

ling the expansion of powerplants, the room for error becomes narrow, calling

for more sophisticated methodology.

The simple models presented here can be put to use with little effort, as

it simply requires the utility to retrieve information that is publicly available

on the CPC website. Because the service also provides historical information,

back to many decades, more thorough validation can be done if more data on

electricity load is available.
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CHAPTER 5

Conclusion

Sustainability in the Southwest is increasingly becoming a matter of concern

for the government, business, advocacy organizations, and the public in gen-

eral. The region faces rapid growth in its population and economy, while ac-

cess to many natural resources remains limited by physical and, more recently,

regulatory constraints. In particular, electricity embodies the essence of this

problem, not only because of the dependency of technology on this form of

energy, but also due to the intimate connection that power generation has with

other elements, such as coal, gas, and water.

An additional source of pressure that has been traditionally taken for

granted is climate, and the potential impacts of climate change to this already

complicated scenario. To be sure, electric utilities have long known that usage

of energy is strongly influenced by the type of climate of the locality that is

served. Places with extremely cold winters or hot summers tend to have the

peak of demand in different seasons, due to use of heating or cooling, and

over the years companies have adjusted to those cycles. However, with, say,

warmer temperatures and less precipitation, the seasonal patterns can change

drastically. Of key significance is the possibility of increase in the occurrence

of extreme conditions, such as heat waves and droughts, that coincide with

periods when utilities are operating at their maximum capacity. Service disrup-

tions due to energy crises, as the ones that occurred in California in 2001, can

follow from lack of preparation to adverse situations.
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To help electricity suppliers adapt to climate change, this study investigated

the feasibility of developing statistical models that use weather and climatic in-

formation to provide planners with better input for decisions. Different models

for forecasting short and medium-term electricity load have been created, lead-

ing to promising results. For both time horizons, we found that temperature

alone is one of the most influential factors in explaining patterns of demand

for electricity. Compared to a naive univariate specification, next-day forecasts

were improved by about 1.4%, measured by MAPE, when temperature was in-

cluded in the model. Augmenting the model with humidity, precipitation, and

wind speed reduced the rate of error by .1%. Despite being small percentage

changes, researchers have found that similar improvements can help utilities

save millions of dollars annually. These results also add to research examining

the economic value of weather and climate forecasts being freely provided by

governmental agencies.

For the medium-term model, availability of only a few years of load data

limited the range of possible models that could be developed. However, even a

simple autoregressive model was able to generate interesting findings for the

study. Perhaps the most outstanding finding is the observation that a model

using seasonal forecasts provided by the Climate Prediction Center (CPC) at

NOAA performed similarly to an alternative model using actual values for the

average variables. This result should bring comfort to utility planners who,

according to a previously mentioned survey (Changnon et al., 1995), were un-

certain about the reliability of seasonal forecasts. The medium-term model

was not without its shortcomings. The most severe of them is the omission of

demographic and economic variables, which are not collected at monthly inter-
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vals, despite the fact that they have been found to play major roles in demand

for energy in any region. This issue was handled by explicitly modeling trend

in electricity consumption in the data.

Indeed, inspection of the data reveals that usage of electricity has been in-

creasing steadily over the past years. Not only is the base load much higher

today, but even more alarmingly so are peak loads at their highest in the sum-

mer. Although this study was not able to scrutinize these relationships, it

is evident that population migration to the Southwest, especially during the

1990s, and accompanying advances in personal income can explain large part

of this trend. Our argument, supported by several other studies, is that such

issues can be further aggravated by the connection between water and energy,

in which demand for one is closely associated with demand for the other. If

water crises occur, decision-makers are likely to face the trade-off between re-

serving the resource for consumption, irrigation, and power generation, to cite

a few. Thus, by indirect means, a crisis in the energy sector could follow.

The energy sector is also responsible for a large share of carbon dioxide

emissions in the U.S., mostly due to combustion of fossil fuels still used for

electricity generation. The sector is potentially doubly affected by emissions,

either via climate change increasing demand for cooling, or through environ-

mental regulations created for the purpose of limiting the release of pollutants

to the atmosphere. Usually the most effective way of solving this problem is

to replace existing generators with alternative ones, such as photovoltaic pan-

els, wind turbines, or nuclear power plants. Evidently, this solution is often

prohibitively expensive. In addition, industry may be conservative regarding

adopting a new technology. But again, preemptive planning can be obtained by
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improving existing methods of assessing future scenarios.

As an initial effort in a largely unexplored field, it is our hope that other

studies will continue to investigate the issues that were convered in this re-

search. Experience with the short-term model suggests at least three areas

of interest. First, we have used actual values for the weather variables, while

in practice one would have to substitute them with forecasts, such as the ones

provided by the National Weather Service (NWS). Fortunately, NWS offers hourly

point predictions of up to 5 days ahead and the entire process of retrieving and

feeding the model for estimation can be automated via the Internet. In addi-

tion, the new research could compare the performance of the NWS forecasts

with a model using the actual values.

Second, more research could be used in evaluating other modeling tech-

niques, in particular artificial intelligence algorithms. These methods have tra-

ditionally won forecasting competitions sponsored by energy organizations,

and they have the double appeal of capturing nonlinearity and being largely

automatic. Their major drawback, however, is the difficulty in interpreting the

results, as they are designed to be used as black-box tools. For an electric util-

ity, for whom the main interest is to minimize the rate of error, this may not

be an impeding issue, but it was an obstacle for our goal of understanding the

relationships between load, climate and other variables.

Third, this study proposed a method of handling multiple dimensions of

seasonality that has not been investigated in the literature. Naturally, more re-

search is necessary to assess the advantages and disadvantages of this method

and how generalizable the results are. To be sure, consumption of energy fol-

lows a daily pattern, but that pattern changes across the year. It is likely that
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we would not observe similar cycles in financial markets, but agriculture may

be subject to them. Furthermore, this technique can prove useful in modeling

variability as well, through ARCH or GARCH models, and again summer and

winter provide examples where this would be applicable.

Finally, if a researcher can have access to load data for multiple locations,

she can take advantage of that for cointegration analysis. This technique ex-

ploits the fact that quite often when two or more time series are nonstationary,

stationarity can still be reached by some linear combination of them. If an

electric utility is willing to provide disaggregated data for different stations, an

econometrician can even engage in spatial cointegration, in which details are

investigated via GIS mapping.

In the case of the medium-term, seasonal models, more could be done if a

dataset with a longer period were available. With the possibility of aggregat-

ing at annual intervals, one would be able to match the time interval with the

wealth of information collected by the U.S. Census Bureau, such as population

and income projections. Again, a more detailed spatial analysis would be pos-

sible, because the Census data includes mapping in GIS format. This can prove

useful, since we cannot expect that all localities in the Southwest would change

homogeneously.

A pertinent set of issues that has not been investigated empirically in this

study is the water-energy nexus. The link can, however, be studied in various

levels depending on data availability. For instance, if one can have measure-

ment of the amount of water that is wasted due to overproduction of elec-

tricity, it would be possible to estimate the quantity saved by improving load

forecasts. Similarly, it would be interesting to evaluate the amount of water
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that is saved when a utility switches from one type of generator to another.

So far, most studies of this kind have addressed the issue of carbon dioxide

emissions, not water.

It is important to reiterate that our research intended to give continuation

to the work of Thompson and Cathers (2005). In their concluding remarks,

the authors suggestions for future researchers to improve their achievements.

In particular, it was noted that their five ARIMA models did not use weather

variables, partly due to the complexity of incorporating them via transfer func-

tions, partly because weather forecasts were not available for all regions inves-

tigated. We proposed a method of employing those variables in a way that is

familiar for econometricians, and a model that can handle seasonality in more

than one dimension, thus eliminating the need for creating multiple models

for arbitrarily defined seasons. It is our hope that we have been able to inspire

other researchers to improve our findings even further.



84

APPENDIX A

Model Estimates

A.1 Estimates for Full Model

Yule-Walker Estimates

SSE 70.5935562 DFE 86298
MSE 0.0008180 Root MSE 0.02860
SBC -367784.97 AIC -368965.22
Regress R-Square 0.8139 Total R-Square 0.9939
Durbin-Watson 1.1083

Standard Approx
Variable DF Estimate Error t Value Pr > |t|

Intercept 1 3.1843 0.008980 354.61 <.0001
trend 1 8.5987E-6 1.0629E-7 80.90 <.0001
tuesday 1 0.002683 0.000864 3.10 0.0019
wednesday 1 0.003999 0.001105 3.62 0.0003
thursday 1 0.003512 0.001202 2.92 0.0035
friday 1 -0.001533 0.001205 -1.27 0.2032
saturday 1 -0.0121 0.001108 -10.87 <.0001
sunday 1 -0.0126 0.000868 -14.47 <.0001
holiday 1 -0.005459 0.001540 -3.55 0.0004
temp 1 -0.0214 0.000198 -108.31 <.0001
temp2 1 0.000591 4.2785E-6 138.12 <.0001
humi 1 0.001231 0.0000675 18.25 <.0001
humi2 1 -9.792E-6 5.3432E-7 -18.33 <.0001
prcp 1 0.002402 0.000993 2.42 0.0156
wind 1 -0.000856 0.000120 -7.16 <.0001
d0_h1 1 11476 37.5214 305.86 <.0001
d0_h2 1 -8509 47.7831 -178.07 <.0001
d0_h3 1 -4506 32.7003 -137.79 <.0001
d0_h4 1 -308.0791 24.0319 -12.82 <.0001
d0_h5 1 -4700 18.6048 -252.61 <.0001
d0_h6 1 452.9034 14.8950 30.41 <.0001
d0_h7 1 1792 12.8665 139.28 <.0001
d0_h8 1 -84.8518 10.4968 -8.08 <.0001
d0_h9 1 340.8971 9.6908 35.18 <.0001
d1_h0 1 2125 217.2560 9.78 <.0001
d1_h1 1 732.3483 32.6329 22.44 <.0001
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d1_h2 1 -411.4070 38.1639 -10.78 <.0001
d1_h3 1 -1125 26.4118 -42.58 <.0001
d1_h4 1 385.3418 20.4972 18.80 <.0001
d1_h5 1 646.9496 16.7857 38.54 <.0001
d1_h6 1 -40.6973 14.3257 -2.84 0.0045
d1_h7 1 28.9209 12.5082 2.31 0.0208
d1_h8 1 -9.6999 10.3305 -0.94 0.3478
d1_h9 1 -178.4781 9.4724 -18.84 <.0001
d2_h0 1 -8679 236.6363 -36.68 <.0001
d2_h1 1 -2535 34.7007 -73.06 <.0001
d2_h2 1 787.2066 42.2047 18.65 <.0001
d2_h3 1 3012 29.5897 101.78 <.0001
d2_h4 1 -1830 21.7099 -84.30 <.0001
d2_h5 1 -1833 17.7936 -103.00 <.0001
d2_h6 1 995.2627 14.5587 68.36 <.0001
d2_h7 1 803.8289 12.6984 63.30 <.0001
d2_h8 1 -207.3431 10.4180 -19.90 <.0001
d2_h9 1 -152.6057 9.6369 -15.84 <.0001
d3_h0 1 -3566 205.5484 -17.35 <.0001
d3_h1 1 -311.9031 32.7384 -9.53 <.0001
d3_h2 1 601.4649 37.7807 15.92 <.0001
d3_h3 1 895.8356 26.2720 34.10 <.0001
d3_h4 1 -457.2704 20.5080 -22.30 <.0001
d3_h5 1 -713.4952 16.7106 -42.70 <.0001
d3_h6 1 105.0122 14.2863 7.35 <.0001
d3_h7 1 102.1910 12.4669 8.20 <.0001
d3_h8 1 -41.0666 10.2958 -3.99 <.0001
d3_h9 1 78.9655 9.4441 8.36 <.0001
d4_h0 1 7467 221.1737 33.76 <.0001
d4_h1 1 207.8927 32.9039 6.32 <.0001
d4_h2 1 525.4385 38.8438 13.53 <.0001
d4_h3 1 -553.0160 26.7067 -20.71 <.0001
d4_h4 1 624.7717 20.5759 30.36 <.0001
d4_h5 1 541.9089 16.8463 32.17 <.0001
d4_h6 1 -500.0805 14.3445 -34.86 <.0001
d4_h7 1 -22.6771 12.5909 -1.80 0.0717
d4_h8 1 173.4494 10.3579 16.75 <.0001
d4_h9 1 -212.9633 9.5235 -22.36 <.0001
d5_h0 1 4140 196.4640 21.07 <.0001
d5_h1 1 -644.7001 32.3925 -19.90 <.0001
d5_h2 1 136.3569 37.0051 3.68 0.0002
d5_h3 1 351.1849 25.8989 13.56 <.0001
d5_h4 1 90.0781 20.2515 4.45 <.0001
d5_h5 1 80.9963 16.6202 4.87 <.0001
d5_h6 1 -133.1702 14.1796 -9.39 <.0001
d5_h7 1 -25.9977 12.4230 -2.09 0.0364
d5_h8 1 95.4483 10.2593 9.30 <.0001
d5_h9 1 -19.1636 9.4153 -2.04 0.0418
d6_h0 1 -2052 208.9044 -9.82 <.0001
d6_h1 1 606.2987 32.9812 18.38 <.0001
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d6_h2 1 -514.3408 38.7368 -13.28 <.0001
d6_h3 1 -634.6086 26.5823 -23.87 <.0001
d6_h4 1 203.7755 20.5585 9.91 <.0001
d6_h5 1 227.0236 16.8620 13.46 <.0001
d6_h6 1 -80.0653 14.3435 -5.58 <.0001
d6_h7 1 -91.5847 12.5466 -7.30 <.0001
d6_h8 1 42.4947 10.3521 4.10 <.0001
d6_h9 1 48.2502 9.4881 5.09 <.0001
d7_h0 1 -1117 187.9678 -5.94 <.0001
d7_h1 1 704.9596 32.0521 21.99 <.0001
d7_h2 1 -512.1968 36.2485 -14.13 <.0001
d7_h3 1 -684.5667 25.6340 -26.71 <.0001
d7_h4 1 144.0192 20.0716 7.18 <.0001
d7_h5 1 210.0250 16.5343 12.70 <.0001
d7_h6 1 20.2680 14.1064 1.44 0.1508
d7_h7 1 -17.5886 12.3659 -1.42 0.1549
d7_h8 1 -20.2456 10.2261 -1.98 0.0477
d7_h9 1 -4.1294 9.3875 -0.44 0.6600
d8_h0 1 -728.5858 193.8831 -3.76 0.0002
d8_h1 1 -199.3724 33.1930 -6.01 <.0001
d8_h2 1 221.9641 38.8608 5.71 <.0001
d8_h3 1 175.5444 26.6321 6.59 <.0001
d8_h4 1 46.4234 20.5828 2.26 0.0241
d8_h5 1 -67.1668 16.8570 -3.98 <.0001
d8_h6 1 -43.8218 14.3434 -3.06 0.0022
d8_h7 1 62.2190 12.5344 4.96 <.0001
d8_h8 1 11.3136 10.3488 1.09 0.2743
d8_h9 1 -54.5922 9.4820 -5.76 <.0001
d9_h0 1 -630.8112 166.0980 -3.80 0.0001
d9_h1 1 -592.3610 31.4297 -18.85 <.0001
d9_h2 1 28.1601 35.3310 0.80 0.4254
d9_h3 1 499.4927 25.2031 19.82 <.0001
d9_h4 1 -82.1396 19.8614 -4.14 <.0001
d9_h5 1 -75.7827 16.4096 -4.62 <.0001
d9_h6 1 89.5930 14.0330 6.38 <.0001
d9_h7 1 -12.0391 12.3100 -0.98 0.3281
d9_h8 1 -46.9801 10.1914 -4.61 <.0001
d9_h9 1 8.4086 9.3571 0.90 0.3689
d10_h0 1 -113.3768 167.1119 -0.68 0.4975
d10_h1 1 18.2309 32.7272 0.56 0.5775
d10_h2 1 -178.7835 38.7995 -4.61 <.0001
d10_h3 1 -43.6597 26.5671 -1.64 0.1003
d10_h4 1 95.5523 20.5817 4.64 <.0001
d10_h5 1 21.3546 16.8579 1.27 0.2053
d10_h6 1 -20.8519 14.3394 -1.45 0.1459
d10_h7 1 46.6175 12.5290 3.72 0.0002
d10_h8 1 -5.1880 10.3411 -0.50 0.6159
d10_h9 1 -51.2120 9.4727 -5.41 <.0001
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A.2 Estimates for Model with Temperature

Yule-Walker Estimates

SSE 70.6609937 DFE 86302
MSE 0.0008188 Root MSE 0.02861
SBC -367747.95 AIC -368890.73
Regress R-Square 0.8147 Total R-Square 0.9939
Durbin-Watson 1.1111

Standard Approx
Variable DF Estimate Error t Value Pr > |t|

Intercept 1 3.2273 0.008689 371.40 <.0001
trend 1 8.5836E-6 1.1023E-7 77.87 <.0001
tuesday 1 0.002701 0.000875 3.09 0.0020
wednesday 1 0.004013 0.001118 3.59 0.0003
thursday 1 0.003572 0.001217 2.93 0.0033
friday 1 -0.001286 0.001220 -1.05 0.2918
saturday 1 -0.0117 0.001122 -10.39 <.0001
sunday 1 -0.0122 0.000879 -13.91 <.0001
holiday 1 -0.005180 0.001559 -3.32 0.0009
temp 1 -0.0218 0.000181 -119.85 <.0001
temp2 1 0.000575 4.1363E-6 138.94 <.0001
d0_h1 1 11518 37.3677 308.24 <.0001
d0_h2 1 -8574 47.3645 -181.03 <.0001
d0_h3 1 -4532 32.5967 -139.04 <.0001
d0_h4 1 -267.6873 23.8839 -11.21 <.0001
d0_h5 1 -4711 18.4190 -255.75 <.0001
d0_h6 1 437.2504 14.7371 29.67 <.0001
d0_h7 1 1813 12.7435 142.26 <.0001
d0_h8 1 -82.9237 10.3444 -8.02 <.0001
d0_h9 1 326.4295 9.6078 33.98 <.0001
d1_h0 1 2295 224.8513 10.21 <.0001
d1_h1 1 742.5683 32.4826 22.86 <.0001
d1_h2 1 -431.2008 37.9846 -11.35 <.0001
d1_h3 1 -1136 26.2841 -43.22 <.0001
d1_h4 1 394.1922 20.3863 19.34 <.0001
d1_h5 1 649.3123 16.6917 38.90 <.0001
d1_h6 1 -43.1402 14.2370 -3.03 0.0024
d1_h7 1 31.2893 12.4360 2.52 0.0119
d1_h8 1 -9.7090 10.2710 -0.95 0.3445
d1_h9 1 -180.2379 9.4173 -19.14 <.0001
d2_h0 1 -9143 242.5084 -37.70 <.0001
d2_h1 1 -2550 34.4124 -74.10 <.0001
d2_h2 1 845.6532 41.8647 20.20 <.0001
d2_h3 1 3032 29.2714 103.58 <.0001
d2_h4 1 -1858 21.5831 -86.10 <.0001
d2_h5 1 -1847 17.6488 -104.65 <.0001



88

d2_h6 1 994.8047 14.4649 68.77 <.0001
d2_h7 1 805.8358 12.6235 63.84 <.0001
d2_h8 1 -199.5273 10.3473 -19.28 <.0001
d2_h9 1 -149.9518 9.5800 -15.65 <.0001
d3_h0 1 -3881 211.5240 -18.35 <.0001
d3_h1 1 -339.1009 32.5217 -10.43 <.0001
d3_h2 1 637.5367 37.5328 16.99 <.0001
d3_h3 1 919.6610 26.0856 35.26 <.0001
d3_h4 1 -476.2164 20.3553 -23.40 <.0001
d3_h5 1 -715.0652 16.6198 -43.02 <.0001
d3_h6 1 114.0137 14.1885 8.04 <.0001
d3_h7 1 97.5219 12.3946 7.87 <.0001
d3_h8 1 -43.2354 10.2381 -4.22 <.0001
d3_h9 1 82.2440 9.3884 8.76 <.0001
d4_h0 1 7632 228.9031 33.34 <.0001
d4_h1 1 217.9767 32.7276 6.66 <.0001
d4_h2 1 501.3939 38.6517 12.97 <.0001
d4_h3 1 -565.4053 26.5524 -21.29 <.0001
d4_h4 1 629.1993 20.4678 30.74 <.0001
d4_h5 1 547.2367 16.7509 32.67 <.0001
d4_h6 1 -496.2601 14.2627 -34.79 <.0001
d4_h7 1 -21.6921 12.5190 -1.73 0.0831
d4_h8 1 171.7679 10.2997 16.68 <.0001
d4_h9 1 -213.4026 9.4705 -22.53 <.0001
d5_h0 1 4367 202.7132 21.54 <.0001
d5_h1 1 -620.9325 32.2188 -19.27 <.0001
d5_h2 1 118.9533 36.7374 3.24 0.0012
d5_h3 1 336.5028 25.7304 13.08 <.0001
d5_h4 1 104.5289 20.1087 5.20 <.0001
d5_h5 1 75.7617 16.5285 4.58 <.0001
d5_h6 1 -140.7271 14.0956 -9.98 <.0001
d5_h7 1 -18.0781 12.3483 -1.46 0.1432
d5_h8 1 96.1630 10.2052 9.42 <.0001
d5_h9 1 -23.6434 9.3595 -2.53 0.0115
d6_h0 1 -2031 216.2301 -9.39 <.0001
d6_h1 1 600.9414 32.8338 18.30 <.0001
d6_h2 1 -502.3442 38.5481 -13.03 <.0001
d6_h3 1 -628.8027 26.4504 -23.77 <.0001
d6_h4 1 204.8795 20.4499 10.02 <.0001
d6_h5 1 224.4355 16.7690 13.38 <.0001
d6_h6 1 -81.3429 14.2643 -5.70 <.0001
d6_h7 1 -91.6383 12.4757 -7.35 <.0001
d6_h8 1 41.4074 10.2937 4.02 <.0001
d6_h9 1 47.2142 9.4347 5.00 <.0001
d7_h0 1 -1261 194.3229 -6.49 <.0001
d7_h1 1 687.3488 31.8898 21.55 <.0001
d7_h2 1 -500.3002 36.0421 -13.88 <.0001
d7_h3 1 -675.6236 25.4800 -26.52 <.0001
d7_h4 1 136.1681 19.9556 6.82 <.0001
d7_h5 1 217.1436 16.4491 13.20 <.0001
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d7_h6 1 24.1387 14.0312 1.72 0.0854
d7_h7 1 -25.7655 12.2954 -2.10 0.0361
d7_h8 1 -20.1604 10.1730 -1.98 0.0475
d7_h9 1 -0.2307 9.3343 -0.02 0.9803
d8_h0 1 -736.8734 200.4919 -3.68 0.0002
d8_h1 1 -198.8503 33.0550 -6.02 <.0001
d8_h2 1 216.7173 38.6772 5.60 <.0001
d8_h3 1 176.8303 26.5040 6.67 <.0001
d8_h4 1 43.5457 20.4732 2.13 0.0334
d8_h5 1 -67.0340 16.7648 -4.00 <.0001
d8_h6 1 -43.1459 14.2636 -3.02 0.0025
d8_h7 1 62.2010 12.4641 4.99 <.0001
d8_h8 1 12.2327 10.2904 1.19 0.2345
d8_h9 1 -54.2312 9.4289 -5.75 <.0001
d9_h0 1 -565.3058 171.4934 -3.30 0.0010
d9_h1 1 -591.5728 31.3601 -18.86 <.0001
d9_h2 1 32.7710 35.2086 0.93 0.3520
d9_h3 1 500.1377 25.1182 19.91 <.0001
d9_h4 1 -83.8136 19.7782 -4.24 <.0001
d9_h5 1 -79.7734 16.3352 -4.88 <.0001
d9_h6 1 89.7666 13.9657 6.43 <.0001
d9_h7 1 -9.1908 12.2475 -0.75 0.4530
d9_h8 1 -46.9365 10.1401 -4.63 <.0001
d9_h9 1 8.1900 9.3083 0.88 0.3789
d10_h0 1 -97.8145 172.2992 -0.57 0.5702
d10_h1 1 19.7945 32.5826 0.61 0.5435
d10_h2 1 -184.0532 38.6328 -4.76 <.0001
d10_h3 1 -46.9891 26.4468 -1.78 0.0756
d10_h4 1 99.0606 20.4730 4.84 <.0001
d10_h5 1 23.8935 16.7655 1.43 0.1541
d10_h6 1 -22.3718 14.2595 -1.57 0.1167
d10_h7 1 46.2831 12.4591 3.71 0.0002
d10_h8 1 -4.8583 10.2832 -0.47 0.6366
d10_h9 1 -51.7526 9.4199 -5.49 <.0001

A.3 Estimates for Naive Model

Yule-Walker Estimates

SSE 81.5059788 DFE 86304
MSE 0.0009444 Root MSE 0.03073
SBC -355430.78 AIC -356554.83
Regress R-Square 0.8078 Total R-Square 0.9930
Durbin-Watson 1.0872

Standard Approx
Variable DF Estimate Error t Value Pr > |t|
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Intercept 1 3.0804 0.0253 121.79 <.0001
trend 1 8.558E-6 3.3086E-7 25.87 <.0001
tuesday 1 0.003059 0.001127 2.71 0.0066
wednesday 1 0.004333 0.001443 3.00 0.0027
thursday 1 0.004520 0.001573 2.87 0.0041
friday 1 0.002032 0.001576 1.29 0.1973
saturday 1 -0.004466 0.001448 -3.08 0.0020
sunday 1 -0.006480 0.001132 -5.72 <.0001
holiday 1 -0.004005 0.002006 -2.00 0.0459
d0_h1 1 11678 31.8371 366.79 <.0001
d0_h2 1 -9522 37.8527 -251.55 <.0001
d0_h3 1 -5065 25.9958 -194.84 <.0001
d0_h4 1 49.3336 20.0209 2.46 0.0137
d0_h5 1 -4063 16.3819 -248.01 <.0001
d0_h6 1 538.5596 13.9328 38.65 <.0001
d0_h7 1 1444 12.1755 118.60 <.0001
d0_h8 1 -215.8730 10.0501 -21.48 <.0001
d0_h9 1 423.5645 9.2135 45.97 <.0001
d1_h0 1 2415 645.2182 3.74 0.0002
d1_h1 1 1051 32.7156 32.14 <.0001
d1_h2 1 -717.2763 37.6272 -19.06 <.0001
d1_h3 1 -1388 25.9353 -53.52 <.0001
d1_h4 1 581.1391 19.9877 29.07 <.0001
d1_h5 1 721.3288 16.3590 44.09 <.0001
d1_h6 1 -155.0685 13.9152 -11.14 <.0001
d1_h7 1 0.5338 12.1611 0.04 0.9650
d1_h8 1 29.4289 10.0390 2.93 0.0034
d1_h9 1 -171.9332 9.2033 -18.68 <.0001
d2_h0 1 -9523 700.5444 -13.59 <.0001
d2_h1 1 -4192 32.0917 -130.62 <.0001
d2_h2 1 3183 37.8556 84.08 <.0001
d2_h3 1 4794 25.9957 184.40 <.0001
d2_h4 1 -2833 20.0197 -141.49 <.0001
d2_h5 1 -2505 16.3805 -152.94 <.0001
d2_h6 1 1313 13.9314 94.23 <.0001
d2_h7 1 754.6297 12.1742 61.99 <.0001
d2_h8 1 -293.7993 10.0490 -29.24 <.0001
d2_h9 1 58.5878 9.2125 6.36 <.0001
d3_h0 1 -4196 587.3074 -7.14 <.0001
d3_h1 1 -688.8829 33.3262 -20.67 <.0001
d3_h2 1 1158 37.3114 31.03 <.0001
d3_h3 1 1228 25.8459 47.52 <.0001
d3_h4 1 -805.2981 19.9388 -40.39 <.0001
d3_h5 1 -800.2451 16.3254 -49.02 <.0001
d3_h6 1 248.4415 13.8895 17.89 <.0001
d3_h7 1 114.9978 12.1400 9.47 <.0001
d3_h8 1 -67.0618 10.0229 -6.69 <.0001
d3_h9 1 83.1667 9.1884 9.05 <.0001
d4_h0 1 9104 638.9612 14.25 <.0001
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d4_h1 1 728.4887 32.8544 22.17 <.0001
d4_h2 1 -76.8117 37.8935 -2.03 0.0427
d4_h3 1 -956.9268 26.0127 -36.79 <.0001
d4_h4 1 803.2105 20.0277 40.10 <.0001
d4_h5 1 510.7092 16.3854 31.17 <.0001
d4_h6 1 -499.4665 13.9348 -35.84 <.0001
d4_h7 1 143.9463 12.1768 11.82 <.0001
d4_h8 1 144.1061 10.0508 14.34 <.0001
d4_h9 1 -325.4766 9.2139 -35.32 <.0001
d5_h0 1 4742 560.4824 8.46 <.0001
d5_h1 1 -635.1931 33.5464 -18.93 <.0001
d5_h2 1 102.7347 36.9638 2.78 0.0054
d5_h3 1 368.7351 25.7470 14.32 <.0001
d5_h4 1 178.3622 19.8886 8.97 <.0001
d5_h5 1 17.1306 16.2927 1.05 0.2931
d5_h6 1 -179.6783 13.8654 -12.96 <.0001
d5_h7 1 11.6858 12.1209 0.96 0.3350
d5_h8 1 97.8345 10.0087 9.77 <.0001
d5_h9 1 -20.4491 9.1756 -2.23 0.0258
d6_h0 1 -2892 572.4026 -5.05 <.0001
d6_h1 1 499.0706 33.6200 14.84 <.0001
d6_h2 1 -533.4188 37.9456 -14.06 <.0001
d6_h3 1 -632.6515 26.0291 -24.31 <.0001
d6_h4 1 256.4038 20.0308 12.80 <.0001
d6_h5 1 336.4059 16.3844 20.53 <.0001
d6_h6 1 -151.0519 13.9324 -10.84 <.0001
d6_h7 1 -177.0377 12.1738 -14.54 <.0001
d6_h8 1 85.3465 10.0478 8.49 <.0001
d6_h9 1 80.0858 9.2104 8.70 <.0001
d7_h0 1 -1557 524.7736 -2.97 0.0030
d7_h1 1 848.9522 33.6559 25.22 <.0001
d7_h2 1 -783.6246 36.5708 -21.43 <.0001
d7_h3 1 -881.1980 25.6284 -34.38 <.0001
d7_h4 1 252.8832 19.8307 12.75 <.0001
d7_h5 1 320.0990 16.2562 19.69 <.0001
d7_h6 1 8.5366 13.8393 0.62 0.5373
d7_h7 1 -28.9814 12.1006 -2.40 0.0166
d7_h8 1 -26.6498 9.9939 -2.67 0.0077
d7_h9 1 -32.6691 9.1629 -3.57 0.0004
d8_h0 1 -682.0718 511.6750 -1.33 0.1825
d8_h1 1 -123.9037 34.0823 -3.64 0.0003
d8_h2 1 160.6717 38.0362 4.22 <.0001
d8_h3 1 118.5356 26.0626 4.55 <.0001
d8_h4 1 52.2025 20.0456 2.60 0.0092
d8_h5 1 -60.4537 16.3917 -3.69 0.0002
d8_h6 1 -14.7800 13.9363 -1.06 0.2889
d8_h7 1 69.1235 12.1758 5.68 <.0001
d8_h8 1 -9.0296 10.0486 -0.90 0.3689
d8_h9 1 -59.3626 9.2102 -6.45 <.0001
d9_h0 1 -824.5824 408.4670 -2.02 0.0435
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d9_h1 1 -710.7226 33.6345 -21.13 <.0001
d9_h2 1 324.9409 36.1461 8.99 <.0001
d9_h3 1 621.2534 25.4951 24.37 <.0001
d9_h4 1 -135.2549 19.7670 -6.84 <.0001
d9_h5 1 -118.7089 16.2174 -7.32 <.0001
d9_h6 1 59.1993 13.8123 4.29 <.0001
d9_h7 1 -33.7998 12.0803 -2.80 0.0051
d9_h8 1 -23.1645 9.9795 -2.32 0.0203
d9_h9 1 41.6916 9.1509 4.56 <.0001
d10_h0 1 -275.2522 388.8559 -0.71 0.4790
d10_h1 1 -55.1061 32.1305 -1.72 0.0863
d10_h2 1 -91.4511 38.0950 -2.40 0.0164
d10_h3 1 16.0239 26.0724 0.61 0.5388
d10_h4 1 68.6361 20.0496 3.42 0.0006
d10_h5 1 17.7160 16.3904 1.08 0.2798
d10_h6 1 -24.7411 13.9328 -1.78 0.0758
d10_h7 1 31.0305 12.1712 2.55 0.0108
d10_h8 1 0.9398 10.0439 0.09 0.9254
d10_h9 1 -43.9166 9.2045 -4.77 <.0001
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APPENDIX B

Chebyshev Polynomials of First Kind

For convenience, we provide the calculations of the first nine Chebyshev poly-

nomials of first kind. Recall that the rescursive definition is:

T0(x) = 1

T1(x) = x

Ti(x) = 2xTi−1(x)− Ti−2(x)

where i is the order of the polynomial.
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Then, by simple expansion the polynomal terms can be shown to be:

T0(x) = 1

T1(x) = x

T2(x) = 2x2 − 1

T3(x) = 4x3 − 3x

T4(x) = 8x4 − 8x2 + 1

T5(x) = 16x5 − 20x3 + 5x

T6(x) = 32x6 − 48x4 + 18x2 − 1

T7(x) = 64x7 − 112x5 + 56x3 − 7x

T8(x) = 128x8 − 256x6 + 160x4 − 32x2 + 1

T9(x) = 256x9 − 576x7 + 432x5 − 120x3 + 9x
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APPENDIX C

Program in Haskell for Calculating Holidays

module Holiday where
----------------------------------------------------------------------
-- Holiday.hs
-- A simple module for calculating holidays.
--
-- Author: Paulo Tanimoto <ptanimoto@gmail.com>
-- Date: 2008-02-29
-- License: BSD3
----------------------------------------------------------------------

----------------------------------------------------------------------
-- Import
----------------------------------------------------------------------
import Data.Time
import System.Locale (defaultTimeLocale)

----------------------------------------------------------------------
-- Date Functions
----------------------------------------------------------------------
-- sunday=0, saturday=6
weekday :: Day -> Integer
weekday = read . formatTime defaultTimeLocale "%w"

findFirst :: Integer -> Int -> Integer -> Day
findFirst y m k | k < k’ = addDays (7 + k - k’) d

| otherwise = addDays (k - k’) d
where d = fromGregorian y m 1

k’ = weekday d

findLast :: Integer -> Int -> Integer -> Day
findLast y m k | k > k’ = addDays (k - k’ - 7) d

| otherwise = addDays (k - k’) d
where d = fromGregorian y m (gregorianMonthLength y m)

k’ = weekday d

findWeek :: Integer -> Int -> Integer -> Integer -> Day
findWeek y m w k = addDays x day
where day = findFirst y m k

x = 7 * (w-1)

findWeekR :: Integer -> Int -> Integer -> Integer -> Day
findWeekR y m w k = addDays (-x) day
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where day = findLast y m k
x = 7 * (w-1)

toWeekday :: Integer -> Int -> Int -> Day
toWeekday y m d | wday == 0 = addDays ( 1) day

| wday == 6 = addDays (-1) day
| otherwise = day

where day = fromGregorian y m d
wday = weekday day

----------------------------------------------------------------------
-- Holidays for Arizona
----------------------------------------------------------------------
holidays ys = [[ toWeekday y 1 1 -- new year

, findWeek y 1 3 1 -- martin luther king
, findWeek y 2 3 1 -- president’s day
, findWeekR y 5 1 1 -- memorial day
, toWeekday y 7 4 -- independence day
, findWeek y 9 1 1 -- labor day
, findWeek y 10 2 1 -- columbus’ birthday
, toWeekday y 11 11 -- veterans’ day
, findWeek y 11 4 4 -- thanksgiving
, toWeekday y 12 25 ] -- christmas
| y <- ys ]
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